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Abstract

The Internet is a complex system of autonomous but cooperating networks that constitute a
critical Infrastructure with a vast socio-economic significance. Any disruption of the Internet
and its services has detrimental e [edts to its users, be it in the private sector or the industry.
This is why Internet research aims for observing, mitigating, and ultimately preventing attacks.

In this thesis, we provide methodologies to evaluate and extend the coverage of attack ob-
servations, we assess the e [cady of current and emerging attack mitigation solutions, and we
identify new opportunities for attack prevention. We do so by utilizing two major vantage
point positions, the Internet core and the Internet edge. Our contributions have an operational
impact on today’s Internet but also its future deployment.






Zusammenfassung

Das Internet ist ein komplexes System autonomer, aber kooperierender Netzwerke, das eine
kritische Infrastruktur mit groRer soziookonomischer Bedeutung darstellt. Jede Storung des
Internets und seiner Dienste hat schddliche Auswirkungen auf seine Benutzer, sei es im privaten
Sektor oder in der Industrie. Daher strebt die Internetforschung an, Angrileku beobachten,
abzuwehren und letztendlich vollstandig zu verhindern.

In dieser Arbeit stellen wir Methoden zur Bewertung und Erweiterung von Angri [SbHeobach-
tungen bereit, wir Uberpriifen die Wirksamkeit aktueller und angehender Ldsungen zur An-
gri (sabwehr und wir identifizieren neue Moglichkeiten zur Verhinderung von Angriled. Wir
nutzen hierbei zwei wesentliche Beobachtungspunkte: Den Kern und den Rand des Internets.
Unsere Beitrdge haben operative Auswirkungen auf das heutige Internet, aber auch auf dessen
zukiinftige Konfigurationen.
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Chapter 1

Introduction

In this chapter, we present the overarching problem context, introduce related research ques-
tions and highlight the challenges in answering them. The goal of this chapter is to provide
a meta-methodology to enable the reader to understand the structure of this manuscript. By
presenting a short background on attacks in the Internet, the stakeholders, and possible vantage
points, we enable a first overview. Context-specific background, methodologies, etc. are then
shown in the respective chapters. Most importantly, we display our key contributions and link
them to research questions and chapters, which also functions as an outline of this manuscript.

1.1 Attacks in the Internet

The Internet constitutes a critical infrastructure. It functions as a basis for business activities,
private communication, leisure activities. Any disruption of the Internet and its services has
detrimental e [edts to its users. Unfortunately, inadvertent mis-configurations are not the only
reason for such disruptions. Attacks in the Internet, more precisely Distributed-Denial-of-
Service (DDoS) attacks, are conducted by threat actors. Therefore, we not only have to foster
an Internet enabling e [cieht communication, but also make the Internet secure.

The original design of the Internet unfortunately attributed high levels of trust to its network
participants, which led to security being only a (by this time necessary) afterthought. To this
day, we deal with conceptual implications that made the Internet a performant but vulnerable
communication medium. This is why Internet research aims for observing, mitigating, and
ultimately preventing attacks. Only a deep understanding of the DDoS landscape facilitates
an e [edtive improvement.

1.2 An ltinerary for DDoS Research

DDoS research is a game of cat-and-mouse with the attackers. We want to (i) disarm vulner-
abilities before they get misused, (ii) develop e[edtive mitigation whenever disarming is not
possible, and (iii) precisely describe attack activities and potentially trace back the attackers.

However, making any wide-reaching, meaningful observations and changes in the Internet is
di Ccult. This is because the Internet is a network of inter-connected but autonomous networks.



Chapter 1 Introduction

Nobody is able to place measurement probes in all networks and gain complete visibility. This
applies also to DDoS research. Selecting appropriate vantage points, usually in edge networks,
and carefully extrapolating from local to global observations is the prevailing norm [64], [113],
[249]. But also central vantage points, which allegedly provide a unique view of the Internet,
stumble upon large data volumes and fall back to tra [c_Sampling and truncation, limiting
their view [3], [24], [70], [108], [109). An el[edtive correlation of orthogonal methodologies is
necessary to evaluate vantage point distortion [54], [64], [111].

Almost no ground-truth on DDoS attacks further impedes DDoS research. This is because
the Internet follows socio-economical dynamics. Victims of DDoS attacks do not directly gain
anything from sharing attack information — sharing data with the community for altruistic
reasons is not enough. Especially, if the victim could face a financial loss due to damages in its
reputation. Also non-disclosure agreements part of business relations further complicate this.

Despite these high-level challenges, we aim for advancing the reliability and e [cady of
measurement-based methods used in DDoS research, namely attack detection, mitigation, and
prevention. This includes (i) a systematic understanding of the potentials and limits of attack
monitoring systems by comparing commonly deployed sensors with new vantage points, (ii) as-
sessing the e [Ccady of attack mitigation by analysing currently deployed as well as novel DDoS
mitigation proposals, and (iii) identifying opportunities of new measurement methods to guide
protocol design and real-world deployment to reduce the attack surface.

points, i.e., Internet core and the edge. More precisely, our measurements focus on data and
control plane tra Cc_at Internet Exchange Points (IXPs). These enable networks to exchange
tra Ccwithout crossing the traditional Internet core, a clique of tier-1 transit providers. Moving
to the edge, we focus on measurement tools deployed in edge networks, such as honeypots
and telescopes, but also review the security implications of endhost deployments, e.g., CDN
servers. We also classify the chapters into observing, mitigating, and preventing attacks. Please
note that this classification also indicates the criticality of the measurements, with increasing
significance from left to right. Although mis-quantifying the total of attacks is poor practice, it
does not require immediate action. Detecting systems vulnerable to attacks, however, should
lead to an instant reaction and e [ants to remediate.

1.3 Challenges and Research Questions

In this section, we present the challenges and research questions of this thesis.

1.3.1 Research Endeavor 1. Reviewing the Coverage of Attack Monitoring

A holistic view on the DDoS landscape is essential for understanding the current threat sit-
uation. Preferably, measurement methods should observe all attacks to enable an absolute
quantification, or at least enable a complete qualitative assessment, i.e., capture all kind of
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Figure 1.1: Chapter taxonomy. We di [erkntiate vantage points (Internet core and edge), and
research goals with their criticality (attack coverage, mitigation and prevention).

attack types and attack sources. Such information can be used to focus remediation e [ants on
the heavy-hitters. We will review and explore DDoS attack monitoring methodologies for the
Internet core and edge, and examine the potential di[Lerknces.

Comparison between Honeypot Sensors and DDoS Scrubbing Providers

Honeypots are a major measurement tool to observe volumetric DDoS attacks at the edge of
the Internet [50], [76], [81], [133], [146]. By emulating attractive amplifiers, i.e., hosts running
open services that enable reflective amplification, they infer a set of DDoS victims. However,
honeypots require careful design of both data collection and data analysis including cautious
threshold inference. As of today, by deploying enough sensors and by using correct thresholds,
we assume a complete picture of the reflective DDoS attack landscape [50]. Due to the lack
of ground-truth data and reference points (i.e., no honeypot platform should be selected as
the prime platform), this assumption remains largely unchallenged. A driving factor for the
completeness assumption is the convergence of observations, i.e., from a certain point on new
honeypots do not improve the attack visibility significantly. Publications also tend to focus
on attack quantification than threshold justification [76], [81], [113], [146], so e [edts of specific
threshold configurations remain open.

By receiving a baseline data set from a major DDoS mitigation provider, we are able to
validate whether the lack of interaction between attackers and honeypots indeed leads to in-
complete observations. Moreover, we can systematically explore the complete threshold space
and describe e [edts on attack visibility. This leads to the following research questions:
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Research Questions

How complete are attack observations based on reflective amplification honeypot
measurements?

Do current (honeypot) attack detection thresholds indicate DDoS attacks?

Complementing Honeypot Observations with the Internet Core

Internet Exchange Points (IXPs) are hubs in the core of the Internet at which large quantities
of inter-domain tra [cdre exchanged. Observing the complete tra [C_ib not possible due to
tion of both, is deployed [36]. Despite this limited view on tra [, these methods still aim for a
representative sample. In contrast to honeypots, IXPs are originally fully passive, neutral van-
tage points that carry production and attack tra CC_Hence, detecting reflective amplification
attacks at 1XPs requires a distinction of between tra [cflypes. It remains open how feasible
this is, especially in the face of no external or internal (e.g., blackholing) data sources.

In theory, IXPs are able to observe both, spoofed requests to and amplified responses from
property invisible to honeypots. Furthermore, spoofed tra [cTransits at the IXPs over physical
links, which could enable to trace back attackers. Especially the DNS protocol, as it o [erk many

learn how other amplifiers are utilized. This leads to the following research questions:

Research Questions

Can we detect and trace back attacks at the Internet core, i.e., Internet Ex-
change Points (1XPs)?

Does an IXP-centric view contribute additional insights into reflective amplifi-
cation attacks?

1.3.2 Research Endeavor 2: Assessing the E [Ccady of Attack Mitigation

Upon attack detection, mitigation is activated to limit adverse e [edts of the attack. Mitigation
solutions are required to prevent overloading the target but also to protect adjacent network
infrastructure. E [cieht mitigation should perfectly di [erentiate between attack and productive
tra [cd.e., keep collateral damage low, and take immediate e [edt as well as introduce a minimal
performance impact. Reviewing mitigation solutions is an important part of the battle against
DDoS attacks. We will evaluate a common DDoS mitigation solution in the Internet core as
well as a mitigation extension of an emerging protocol, deployed in the edge.
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Deployed Mitigation at the Internet Core

Some I1XPs oledl Remote Triggered Black Hole filtering (RTBH) [33], [34], [49], [65] as an
additional service to their members. This enables autonomous systems to indicate that they do
not want to receive tra CcTar specific prefixes from other members. Filtering in the Internet core
is beneficial since attack tra [cC_i$ dropped early, even before it enters the respective network.
Overall, it protects not only end systems but also the Internet infrastructure.

At IXPs, blackholing signals are propagated over BGP via routerservers [129]. Autonomous
systems attract tra CcWith a less-specific prefix announcements, and then temporarily block
tra Lcith a more-specific prefix RTBH announcement for the addresses under attack. First,
since RTBH blocks all tra [cIb the respective prefix, hyper-specific prefixes are used to limit
adverse eledts to une[edted network segments. Second, as BGP does not originally support
RTBH, specific fields are semantically overloaded (next hop, communities) with this new
meaning [33]. Both issues may lead to misconfigurations and impede filter e [cady. Lastly,
RTBH introduces collateral damage by dropping all, i.e., also legitimate, tra CC_IT hese research

questions arise:

Research Questions

How e [edtively does remotely-triggered blackholing mitigate DDoS attacks at
IXPs?

Do we need fine-grained filtering solutions to prevent collateral damage?

Emerging Mitigation at the Internet Edge

QUIC as an emerging protocol has seen wide adoption, driven by large content delivery net-
between clients and servers, both situated in di[erknt edge networks. This new protocol was
designed including a DDoS protoction mechanism similar to TCP SYN cookies, the RETRY to-
ken [203]. In theory, RETRYs prevent server-side resource exhaustion attacks, more specifically

randomly spoofed, state-building DDoS attacks.

Measuring such attacks without being on-path is di Ccullt because they induce state in remote
networks. As the connection establishment is similar to TCP, as well as the attack vector,
However, little is known whether QUIC attacks indeed already exist and whether previously
applied inference thresholds still hold for QUIC. Also, the practical consequences based on real-
world deployments and implementations RETRY remain untested. This leads to the following
research questions:
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Research Questions

Are emerging protocols such as QUIC already aledted by DDoS attacks?

Can QUIC deployments be made more resilient against attacks with built-in
protection mechanisms?

1.3.3 Research Endeavor 3: ldentifying Opportunities for Attack Prevention

Preventing attacks altogether is the ultimate goal of DDoS research, albeit the most di Ccult to
achieve. Internet measurements are performed to discover unprotected, insecure systems that
can be either attacked directly or misused to foster attacks on third-parties. Wrong deployment
and implementations bugs, often hand in hand, facilitate the exploitation. ldentifying vulner-
abilities before the attackers prevents harmful attacks. Based on Internet-wide measurements,
we now identify new opportunities for attack prevention utilizing the Internet core and edge.

Discovering Vulnerable Critical Infrastructure

Industrial control systems (ICS) are managed by dedicated protocols. These protocols were orig-
inally designed without security considerations because of isolated deployment scenarios [12]
which potentially leads to unprotected, inter-domain tra Lc,1f no further security mechanism
are deployed [137]. Hence, attackers on-path, e.g., in the Internet core, could eavesdrop or
manipulate crucial steering messages. We explore the feasability of such Man-In-The-Middle
(MITM) attacks.

ICS protocols are utilized in specialized niche deployments, such as power plants [151] This
means that common tools for tra [c_dlassification do not exist or require very careful usage,
especially in the Internet core at 1XPs, where tra Lc underlies sampling and truncation. More-
over, since Internet-wide scans seek for ICS deployments, we have to exclude such traces to

only detect operational, unprotected ICS tra Lc_IThis leads to the following research question:

Research Questions

Are current deployments of Industrial Control Systems (ICS) vulnerable to Man-
in-the-Middle attacks?

Detecting Infrastructure That Enables Misuse

beneficial to the Internet ecosystem as a whole. This is why Internet-wide scans are periodically
searching for new amplifiers and automatically contact the respective network operators [37],
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that enable misuse.

For DNS, we focus on transparent forwarders, which were anecdotally documented but disre-
makes them di Ccult to detect by common Internet-wide scanning techniques. Overall, we aim
for a comprehensive view of the open DNS threat landscape.

By design, the standard dictates an anti-amplification limit, which limits first server responses
to 3x of received client data. However, implementations may inadvertently deviate from this
limit. Due to QUIC handshake optimizations, there is now a dependence between this limit,
Web PKI certificate chains, TLS certificate compression, padding, and even retransmissions
for loss correction [157]. As QUIC is the transport protocol for HTTP/3, understanding these

dependencies and real-world deployments is crucial to prevent future misuse. This leads us to
the following research questions:

Research Questions

Do current scanning campaigns detect all open DNS components?

To which extent does the PKI ecosystem influence transport layer (e.g.,
QUIC+TLS) performance and security?

1.4 Key Contributions

*********

cation attacks, as received from the customers of a major DDoS mitigation provider. We make
this observations although the honeypot platform is subject to attack convergence, i.e., the
observations appear saturated and additional honeypots to not significantly improve attack
visibility. This challenges fundamental completeness assumptions of reflective DDoS measure-
ments. Moreover, although related work adapts various attack thresholds, we find no significant
di Lerknces between these configurations. The thresholds correctly classify the visible events into
attacks and scans, the latter event type showing high congruence with scans from telescopes.
However, we need to improve the overall attack visibility of honeypots, most likely by increas-
ing the attacker interaction. This is why we recommend to focus e [ants on understanding the
attacker behavior.

Complementing Honeypot Observations with the Internet Core. In:Chapter 3, we

introduce a passive attack detection method for the Internet core, i.e., IXPs. Utilizing this
method, we detect DNS amplification attacks, of which 96% were not visible to a sizable
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honeypot platform. By following the physical ports of spoofed tra [c, We find that such tra [c_1
originates from autonomous systems with large customer cones. This inhibits the trace back
of the attack origin. We fingerprint a major attack entity using DNS query properties. This
attack entity dominates the DNS attack ecosystem and makes use of ine Lcieht DNSSEC key
rollovers present in the .gov zone. We recommend the pre-publish key rollovers.

Deployed Mitigation at the Internet Core. In:Chapter 4, we present the first in-depth
analysis of all RTBH events at a large European IXP. By combining data and control plane
measurements, we find that only one third of RTBH events correlate with indicators of DDoS
attacks. Blackholing causes on average dropping of only 50% of unwanted tra [c Hecause an-
nouncements with hyper-specific prefixes (more specific than /724 for IPv4) are ignored by IXP
members. We quantify the collateral damage introduced by blackholing. However, we also find
that ISP clients are commonly under attack which makes fine-grained filtering more di Ccult,
because allow-listing of stable, legitimate tra Cc platterns is not possible. For IXP environments,
we recommend exemptive BGP policies that ultimately incorporate hyper-specific RTBH an-

nouncements.

can be utilized to detect state-building QUIC attacks, i.e., INITIAL floods. Our telescope
captures malicious scans as well as backscatter from randomly spoofed attacks with QUIC, often
part of multi-vector attacks. We find that CDN servers at the Internet edge are a common target
of such attacks. We perform a synthetic test of the NGINX QUIC server and demonstrate that
implementations are indeed vulnerable to QUIC floods, however only if the RETRY handshake
option is not used. Since RETRYs challenge the design goal of 1-RTT handshakes, they are
rarely deployed. We recommend a load-based RETRY which is dynamically turned on in case of
critically high server utilization.

we uncover unprotected, operational inter-domain ICS tra [cdt two central Internet vantage
points, an IXP and an ISP. By correlating with data from honeypots and scan campaigns, we
are able to filter out non-operational ICS tra Lc,_lisually belonging to Internet-wide scanners.
We are indeed able to show that ICS tra [cfransits the Internet core, vulnerable to Man-In-
The-Middle attacks. Such attacks include eavesdropping and tra Lcmhanipulation. The a[edted
systems were invisible to scan projects which indicates firewalls as a means of protection, how-
ever, these systems blindly trust the communication channel over the Internet. We recommend
common VPN technologies or recent ICS security extensions for ICS deployments.

atically measure and analyze open DNS components deployed in the Internet Edge. We find
that the open DNS ecosystem consists of 26% of transparent forwarders, which can be misused
to launch reflective amplification attacks. Worryingly, the numbers are still increasing because
of new deployments, especially in countries with emerging markets. Transparent forwarders are
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missed by Internet-wide scanning campaigns due to common optimizations. We validate this by
deploying honeypots acting as transparent forwarders. We recommend to examine all new DNS
deployments for transparent forwarding behavior. A large ISP followed our recommendation
and disarmed [20Dk transparent forwarders.

find that 35% of server Web certificates exceed the QUIC anti-amplification limit, which was
designed to restrict response data to unverified clients, e [edtively preventing reflective am-
plification attacks. For server implementations respecting the limit, this leads to multi-RTT
handshakes and thus undermines the performance of the connection setup. Certificate com-
pression serves as a short-term remedy, however, long-term solutions should reduce the Web
certificate chain sizes. In the case of faulty server implementations which do not respect the
limit, large certificates lead to a higher amplification factor. We detect factors = 30x in IP
spoofing scenarios for a major CDN, ready to be weaponized. We recommend careful analysis
of the anti-amplification behavior in the case of large certificates, padding, and resends. The
major CDN disarmed the faulty servers.

1.5 On How to Read This Thesis

This thesis scrutinizes the DDoS phenomenon in the global Internet across multiple dimensions

and vantage points. [Figure 1.1 shows the most prevalent split in this thesis: (i) By Internet
topology, i.e., core or edge, and (ii) by research target, i.e., observing, mitigating, or preventing
attacks. Rather than having separate, overarching chapters dedicated solely to background,
methodology, etc., this thesis follows an approach of local coherence. We present the respective

information close to the related sections in self-contained chapters. For each chapter, main
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Table 1.1: Thesis overview for Part | and Part Il: Research questions, vantage points, key results, and additional operational outreach.

Chapter Research Questions

Measurement Vantage Points

Topo. Type

Data

Key Results

Operational
Outreach

Part I: Reviewing the Coverage of Attack Monitoring

How complete are attack observa- Edge  Active
77777777777 tions based on reflective amplifica-
:Chapter 2! tion honeypots?

7777777777 Do current attack detection thresh- Edge  Passive
olds indicate DDoS attacks?

Can we detect and trace back at- Core Passive
tacks at the Internet core, i.e., In-

‘Chapter'3; ternet Exchange Points (IXPs)’7

7777777777 Does an |IXP-centric view con- Edge  Active
tribute additional insights into re-

flective ampllflcatlon attacks?

Part I1: Assessing the E Imy of Attack Mltlgatlon

How eledtively does remotely- Core Passive
7777777777 triggered  blackholing  mitigate
:Chapter 41 DDoS attacks at IXPs?

Do we need fine-grained filtering to
prevent collateral damage?

Are emerglng protocols such as” Edge Passwe
7777777777 QUIC already e [edted by DDoS at-
:Chapter 5!  tacks?

7777777777 Can QUIC deployments be made — Simulation
more resilient with built-in protec-
tion mechanisms?

Honeypot tra [c1

DDoS mitigation alerts,
Telescope tra [c1

~Sampled IXP tra [

Honeypot tra [c1
DNS scans

BGP routeserver data,
IXP flow data

Telescope tra [c_1

QUIC DDos floods

Honeypots observe <5% of baseline
attacks, which challenges funda-
mental completeness assumptions.

Correct classification of attacks and

scans. But we need better attacker
models to |mprove VISI i |ty

”Ampllflcatlon attacks (DNS) arem

detectable at 1XPs. But large cus-
tomer cones inhibit the trace back.
We fingerprint a major attack en-
tity not visible to honeypots misus-

ing prior unseen DNS ine Lciehcies.

Blackholing causes on average drop-

CCC honeypot
operators [234]

APNIC blog |

RIPE meeting [

ping of only 50% of unwanted tra Cc—1 and blog [225],

due to inapt BGP configurations.

Blackholing leads to collateral dam-
age but fine-grained filtering is in-
tricate due ISP cllents under attack.

”QUIC Internet background radla-m

tion indicates scans and randomly
spoofed multi-vector attacks.

QUICs RETRY handshake option
prevents DoS but challenges the de-
sign goal of fast connection setup.

APNIC blog |
MIX Salottino [

Caida DUST [22

IETF MAPRG |

]

I,

]

]

]

]
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Table 1.2: Thesis overview Part I11: Research questions, vantage points, key results, and additional operational outreach.

Operational
Outreach

. Measurement Vantage Points
Chapter Research Questions g Key Results

Topo. Type Data

Part I11: Identifying new Opportunities for Attack Prevention

Are current deployments of Core Passive  Sampled IXP tra [c1

‘Chapter 6. Industrial Control Systems (ICS) Edge  Active  Honeypot tralc, 1 \Ilél:esdtergetl:_tT_u[;:ptrhc:ate;(;]tt%?hgfgggonal MIT Technology
A1apLer o, vulnerable to Man-in-the-Middle Scan data i ion. Review [244]
Y ek ) prone to tra Ccthanipulation.
Edge  Passive Telescope tra [c1
CRapier 7 . Do current scanning campaigns de- Edge  Active  Honeypot tra [c,1 Due to common optimizations, APRICOT
(Chapter 70 tect all open DNS components? DNS ‘scans campaigns miss 26% of all DNS am- ~ meeting [230],
plifiers (transparent forwarders). large ISP
To which extent does the PKI Edge  Active  QUIC scans, Large TLS data inflicts prolonged,  '= 1~ MAPRG [231]
‘Chapter 8; ecosystem influence transport layer HTTPS/TCP scans multi-RTT QUIC handshakes and ~ 2Nd QUICWG [255],
(QUIC) performance and security? facilitates volumetric attacks with ~ APNIC blog [237],
Edge Passive Telescope tra [t 1 faulty server implementations. large CDN
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Chapter 2

SoK: A Data-driven View on Methods to
Detect Reflective Amplification DDoS
Attacks Using Honeypots

Abstract

In this chapter, we revisit the use of honeypots for detecting reflective amplification attacks.
These measurement tools require careful design of both data collection and data analysis in-
cluding cautious threshold inference. We survey common amplification honeypot platforms as
well as the underlying methods to infer attack detection thresholds and to extract knowledge
from the data. By systematically exploring the threshold space, we find most honeypot plat-
forms produce comparable results despite their di Lerkent configurations. Moreover, by applying
data from a large-scale honeypot deployment, network telescopes, and a real-world baseline
obtained from a leading DDoS mitigation provider, we question the fundamental assumption of
honeypot research that convergence of observations can imply their completeness. Conclusively
we derive guidance on precise, reproducible honeypot research, and present open challenges.

2.1 Introduction

Distributed Denial of Service (DDoS) attacks are a serious threat to the Internet infrastructure.
Reflective amplification attacks [133], [266], a specific DDoS type, are a unique burden since
they allow an attacker to trigger large tra Lc Molumes from third parties by exploiting protocol
mechanics rather than hijacking hosts. Over the last many years, amplification attacks have
been responsible for a significant number of attacks [251].

A common approach to detect amplification attacks in the wild is the deployment of hon-
eypots [249]. They mimic application protocols such as DNS and NTP that are susceptible
to amplification attacks, wait for attackers to interact, and then log attack tra Cc_attempting
to abuse them as amplifiers. Amplification honeypots may be able to infer the size of attacks
based on tra Cc datterns as well as identify the victims they are instructed to reflect toward.

15
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48% 3% 49%

CCC honeypot Baseline

Figure 2.1: Relative shares of victims observed at a large-scale amplification honeypot and
confirmed at a large DDoS mitigation provider (Baseline).

Research on amplification honeypots is usually guided by three questions to evaluate whether
honeypots are a viable tool. First, which heuristics identify packets that correspond to an attack
in a train of packets captured by honeypots (attack detection)? Second, how many honeypot
Sensors are necessary to capture a stable amount of events (honeypot convergenceil])? Third, do
sensors capture a representative view of Internet-wide attacks (completeness)? These aspects
should be considered separately. Attack detection, for example, might be accurate on a given
data set, while the data set does not include all attacks.

Surprisingly, our community mixes detection, convergence, and completeness. For more than
ten years, we have been holding the common belief “[t]he more honeypots we deploy, the more
likely one of them is contacted” [260]. Even with the advent of amplification honeypots we still
believe that we can nearly achieve completeness: “This shows that—per mode—we had enough
honeypots to cover most attacks out there’[76], “[...] as many as 150 honeypots are needed
to capture 99% of actor behavior” [50], “[...] our reflectors can see between 85.1% and 96.6%
of UDP reflection attacks” [146]. A key insight of this chapter is that reality is di [erknt.

In this chapter, we revisit the long-held beliefs about the visibility and attack detection preci-
sion of honeypots. We combine two di Cerent methods by (i) systematizing and contextualizing
existing knowledge and (ii) implementing a data-driven approach, which clearly shows that
common beliefs do not hold.

Based on an extensive literature study, we select six amplification honeypots and compare
them. The six honeypot platforms were used in security studies when analyzing reflective-
amplification attacks based on honeypot data. They have been published, cited recently, and
had a notable impact on security research. We implement three steps. (i) We survey the
honeypot deployment configurations that enable observations, e.g., the number of honeypot
sensors deployed and the geographical and topological distribution of the platform, (ii) we

Throughout this chapter, we use the terms honeypot convergence and attack convergence interchangeably for
the phenomenon of allegedly saturated attack inferences made with reflective amplification honeypots.
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describe the attack definitions that are used to understand the observations, and (iii) we assess
the rationale behind the argument that the deployed honeypot achieves completeness.

To bolster our arguments, we conduct a data-driven approach. Our data corpus covers three
months and includes measurements from a large-scale honeypot, four network telescopes dis-
tributed in the US and Europe, and baseline real-world alerts from a leading DDoS mitigation

monitored by a well-known research honeypot project and a baseline of attacks against cus-
tomers of a leading DDoS mitigation provider. The overlap is small, and most importantly the
honeypots do not capture a significant portion of attacks targeting real-world networks, even
though a honeypot could capture those incidents in principle.

Contributions. In a nutshell, our systematization of knowledge stresses that the research
community could benefit from a framework that allows for algorithmic assessment of honeypot
deployments and, to assemble packets captured by honeypots to malicious flows, from attack
detection heuristics that adaptively incorporate deployment properties. Our key contributions
are:

1. We explore the comparability of the attack detection thresholds used by six honeypot
platforms, and place them in the complete threshold space. All thresholds but one produce
similar results.

2. We present a systematic approach to analyze data collected by honeypots. We identify
the key properties that should be considered and documented to improve reproducibility
of future honeypot research.

3. We show that honeypot convergence, a frequently used measure, is a poor indicator for
the completeness of observations. This metric is statistically unstable. Sizable honeypot
platforms only observe up to 11% of baseline attacks.

4. We find that current honeypot deployments do not significantly benefit from better attack
detection thresholds because attackers simply do not interact with honeypots. This may
help to improve the placement of honeypot sensors in the future.

5. We discuss how amplification features of protocols can influence honeypot observations
and analysis.

Outline. The remainder of this chapter is guided by our research questions, see ‘Table 2.1.

[ S
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Table 2.1: Our SoK addresses the following research questions, guiding (i) knowledge contex-
tualization, (ii) data-driven evaluation, and (iii) further discussions.

SoK Research Question Section
Introduce Which kinds of attacks and monitoring exist? 22
Compare How are amplification honeypots deployed? 24
Compare How are attacks inferred> 32@;2@43
Compare How are comprehensive measurements justified? 2 6.3; 2 7 2 7.1;
Evaluate Do dilerent attack thresholds skew the results? 262
Evaluate Do honeypots observe all attacks? 2 7. 2 2 7. 3in 1.4 g 73}
Evaluate Do we need more precise attack thresholds? 2 8. 2 2 8.3
Discuss What makes measurements prone to errors? 29
Discuss  What do we recommend for future work? 12.103

2.2 Problem Statement and Background

2.2.1 Distributed Denial of Service (DDoS) Attacks

Denial of Service (DoS) attacks impair the network availability of their victims. This is achieved
by resource exhaustion caused by overloading the infrastructure with excessive tra [cMolume
or connection state at the victim. Attackers either set up genuine communication channels with
the victims or spoof IP source addresses to obfuscate their attacks. Both methods are typically
conducted using a distributed botnet. Two attack types exist, each of which take advantage of
the first round-trip time when a server responds to client requests.

(i) State-building, randomly-spoofed attacks such as TCP SYN or QUIC Initial floods.
Each spoofed request can trick the server into setting up a new connection context for non-
existent clients. The network stack will maintain all currently active connections, including
those from spoofed sources, which fill up the connection queues and cause legitimate requests
to fail. Since the server tries to respond to each connection request, it will send backscatter,
e.g., TCP SYN/ACK or QUIC (server-) Initial packets, to the spoofed addresses. TCP SYN
cookies and QUIC RETRYs may mitigate those attacks [169], [110].

(ii) Distributed Reflective amplification attacks (DRDoS) combine targeted address
spoofing and protocol mechanics of public services such as DNS and NTP to amplify response
tra Cc1b the victim. In a DRDoS attack, request packets with the spoofed source address of the
victim are sent to public third-party servers. These servers act as amplifiers since responses to
the victim can be be many times larger than the original request [133]. For example, a typical
DNS query packet is about 100 bytes, but a response to an IN ANY query can often exceed 2000
bytes in practice. Attackers seek to minimize the request volume towards amplifiers whilst
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maximizing the response volume reflected to the victim. This may congest network links along
the path to the victim.

Attack Popularity over Time. Conceptually, DRDoS was already utilized in 1997 with
ICMP smurf attacks. However, direct-path SYN-floods remained the most popular DDoS
attack vector from 1996 to 2018 and were then overtaken by DNS reflection-amplification in
2018. This popularity was due to (i) the commercialization of this attack type by booter
services, making it available to the non-tech-savvy public, and (ii) easier and faster detection
of amplifiers based on ready-to-use tools implementing state-less, Internet-wide scans.

2.2.2 Honeypots and Network Telescopes

Honeypots. Honeypots are decoy computer resources whose value lies in being probed,
inciting interaction with attackers, and possibly getting compromised [260]. They are not a
preventive countermeasure such as firewalls but a way to detect the presence of actions that
harm a system. Since honeypots do not o Lerl production-critical services, all connections to the
honeypot are inherently suspicious. This enables easy detection of an unauthorized probe, scan,
or attack, because malicious actions are not buried in the vast amount of legitimate production
activities.

Honeypots can be classified along two dimensions, based on the level and type of interaction
they olerl First, based on the level of interaction the delineation is (i) low-interaction honey-
pots, (ii) medium-interaction honeypots and (iii) high-interaction honeypots. Low-interaction
honeypots o [edonly a minimal response-behavior, e.g., they only perform transport-layer hand-
shakes. Medium-interaction honeypots extend this behavior by emulating vulnerable services
or partially exposing vulnerable components, i.e., they produce valid replies for specific appli-
cations. Given the reduced interaction capabilities in low- and medium-interaction honeypots,
the chances of compromise are minimal, which eases deployment. High-interaction honeypots
o [ed unrestricted, real operating system environments. They are more complex to implement,
deploy, and maintain. They enable, however, forensics to fully observe the behavior of malware,
e.g., bots, or ransomware.

Second, based on the type of interaction they oler honeypots are classified into (i) server
and (ii) client honeypots. Server honeypots wait for an incoming connection. They may
not advertise services explicitly, more likely they are discovered before the attack, usually
using lightweight scanning or probing that involves higher layer protocols. In contrast, client
honeypots actively search for suspicious entities and solicit interaction with them, such as web
crawlers visiting malicious websites.

Honeypot classification is largely academic. Since many honeypot variants exist, a distinction
is not always possible, nor practical. In practice, the terms for low- and medium-interaction
honeypots are often used interchangeably.
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Methods to distinguish attacks from other types of tra [c_cbllected at honeypots have been
proposed. With the advent of reflective amplification attacks, server honeypots for the the
sole purpose of capturing DRDoS attacks have been designed, implemented, and deployed. We

Network telescopes. Network telescopes [1], [22], [31], [48], [128], [158] are an unsolicited
tra [c_nheasurement approach that captures incoming tra LcIb otherwise unused address space
within a larger network segment. These typically cover between a /8 and /24 of IPv4 address
space. Originally, network telescopes were fully passive and the network segments were never
used to originate any tra [C_1They capture both backscatter tra [c(li.e., replies to spoofed
addresses of the telescope) and scan tra Lc_\With the increased deployment of malicious two-
phase scanners [62], i.e., attackers that first check whether a TCP service is available before
they initiate application requests, reactive telescopes have been proposed [53]. Reactive network
telescopes implement the TCP connection handshake to gain additional knowledge about the
attacker, since the attacker will proceed with an application layer request.

2.2.3 Monitoring Spoofed DDoS Attacks

When monitoring tra Lciwo crucial questions arise. (i) Where should network probes be
deployed? (ii) Which packets belong to which type of event (e.g., scan, attack)?

Non-spoofed tra [, br direct-path attacks, can only be observed by systems that are de-
ployed between the attack source, the destination target, or at the endpoints. For example, an
appliance to mirror tra Lcnhight be located alongside a victim service, at a network ingress port,
or within an Internet exchange point. Collecting on-path observations is a challenge for most
researchers and the ability to capture related but distinct direct-path attacks can be di [Culkt.
In contrast, reflective attacks allow for broader observations because they involve triangular
packet flows with the host sending a spoofed packet, a reflector (e.g., honeypot) of the spoofed
packet, and the victim host receiving the response to a spoofed request.

Many reflective amplification attacks rely on amplifier lists to quickly and successfully con-
duct attacks. The lists are commonly curated by third parties and sold to attackers. These lists
may contain a subset of all known and currently active amplifiers. When monitoring amplifi-
cation attacks, an amplification honeypot should emulate amplifier behavior to be appealing
to attackers. To minimize harm, amplification honeypots typically apply a rate limit to satisfy
amplifier discovery, while avoiding the reflection of meaningful attack tra Lc1b a victim.

2.3 Methodology

We now describe our methodology to systematize, contextualize, and evaluate research about
amplification honeypots.
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2.3 Methodology

2.3.1 Systematization and Contextualization

Our systematization of knowledge aims for an overview and systematic comparison of amplifi-
cation honeypot research. This systematization is based solely on previously published work,
describing presented methods, data sources, and deployments. Our framework includes the
following parts.

Selecting honeypot research. We select six honeypot platforms by conducting a systematic
literature review searching venues dedicated to security (i.e., Oakland, EuroS&P, Usenix Sec,
CCS, NDSS) and measurement (i.e., IMC, PAM, TMA) research, as well as broader network-
ing venues (e.g., SIGCOMM), covering the last ten years. The six honeypot platforms and
configurations discussed in this chapter are seminal for research on amplification attacks.

Comparing honeypot deployments. We compare honeypot deployments by their setup
configuration, i.e., number of sensors, duration of deployment, and the geographical as well as
topological distribution. Moreover, we describe which protocols are supported by the honey-
pots.

Comparing attack inference. We introduce precise language for describing heuristics that
infer attacks from a sequence of packets captured by honeypots. Then, we show the attack defi-
nitions applied by the various honeypot deployments, i.e., what are the exact attack thresholds
and how are these conveyed in each publication.

Comparing completeness claims. By considering a realistic attack volume and protocol
properties as well as public knowledge about the number of deployed amplifiers, we deduce
that attackers can easily impede detection by honeypots. We show how honeypot research still
collectively claims nearly complete attack visibility, despite the lack of ground-truth attack data
and the possibility that attackers may hide.

2.3.2 Data-driven Evaluation

We extend our SoK by conducting a data-driven evaluation. This is necessary because key
methods and assumptions in honeypot research cannot be validated without external obser-

further research questions and explore them. In detail, (i) we analyze whether di [erknt attack
thresholds used in prior work have a significant e Ledt, (ii) we verify whether honeypots observe
all Internet-wide attacks, and (iii) we explore the possibilities to improve thresholds.

Evaluating attack thresholds. We assess the comparability across honeypot projects by
describing and analyzing the e [edts of various flow identifiers and attack thresholds. To this end,
we apply both flow identifier types used in honeypot research. We then explore the e [edts of
the complete threshold configuration spectrum w.r.t. temporal (i.e., timeouts) and volumetric
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(i.e., packet number) properties. We do this on the dataset obtained by the CCC honeypot
platform.

Evaluating attack completeness. The stability of observations (honeypot convergence) is
used to justify that honeypot sensors capture a representative view of all Internet-wide attacks
(completeness). To validate this, we first review the convergence metric by an optimal, best-
case analysis and then proceed with a randomized approach. Following this, we check whether
the (converging) CCC honeypot platform observes a set of baseline attacks against customers
of a leading DDoS mitigation providerFf,

Evaluating detection potentials. We evaluate whether attack detection thresholds can
be improved. We do so by correlating honeypot, telescope, and our baseline data sets. First,
we use the DDoS baseline and try to optimize towards this data set, i.e., we improve the
honeypot attack detection (but risk over-training towards this specific baseline). By adopting
very permissive thresholds, we infer the upper bound of attack detection. Second, we use
telescope baseline data to infer whether attack detection thresholds for honeypots already
e [edtively remove baseline scan events.

2.4 Amplification Honeypot Platforms

We now describe some of the best known honeypot deployments as originally presented in their
publications. They implement attack detection mechanisms to identify reflective amplification

applied on any data but were presented alongside the data collection platforms described here.

AmpPot. AmpPot [76] deploys 21 sensors supporting nine protocols. The sensors are primarily
deployed in ISP environments with half located in Japan and the others spread globally. These
sensors are usually configured with static IP addresses, but a quarter receive dynamic addresses
with lease times of up to 51 days. An AmpPot sensor can operate in three modes: (i) emulated
runs a partial, internal implementation of the protocol, (ii) proxy forwards to a separately
deployed service, or (iii) agnostic amplifies with random data independent of the protocol.

AmpPotMod. AmpPotMod [118] uses a subset of the original AmpPot deployment: eight
sensors running in proxy mode (except for SSDP) deployed at ISPs in Japan. The sensors
support up to six amplification protocols and use dynamically assigned IP addresses.

CCC. The Cambridge Cybercrime Center (CCC) [146] platform is a distributed honeypot
platform that supports eight protocols. For NTP and DNS, the sensors proxy to real services.
In other cases they respond with a limited, emulated answer. The number of sensors fluctuates
over time with a median of 65 active sensors (currently 50). Sensors are spread across 10

21t is very likely that even the leading DDoS mitigation provider is not able to observe all attacks due to the (i)
distributed nature of the Internet and (ii) local attacks. Still, any honeypot platform claiming completeness
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Table 2.2: Data sources utilized in this chapter to revisit common methods to assess honeypots.
All data sources span November 01, 2021-January 31, 2022.

Data Source Attack Thresholds Convergence Completeness

CCC Honeypot Events 3 3 3
DoS Mitigation Provider 3
US & EU Telescopes 3

countries in academic and cloud networks, located in 31 IP prefixes in 8 ASes. 16 sensors
are deployed in their own /28 subnet. The remaining sensors are deployed at low-cost cloud
providers and in a handful of consumer ISPs.

NewKid. The NewKid platform [52] deploys a single sensor supporting 9 protocols in a
university network. The sensor operates in proxy mode for Memcached and DNS, and emulates
responses for other services.

HPI. The HPI platform [50] deploys a total of 549 honeypots distributed over five cloud
providers and across four continents. The sensors support six protocols (emulated and proxied)
in four dilerent modes that signify the protocol correctness and the amplification factor: (i)
real-small (ii) real-large (iii) fake-small and (iv) fake-large.

It is worth noting that all platforms deploy a form of rate limiting to minimize adverse e [edts.

Impact on other research areas. The groundwork on amplification honeypots was published
in three consecutive years, AmpPot [76] in 2015, AmpPot Mod [118] in 2016, and CCC [146] in
2017, followed by HPI [50] in 2021. According to Google Scholar, the oldest honeypot, AmpPot,
has been cited the most, reaching nearly three times the citation count of the others. With
a few exceptions, all papers are cited in security-related research but have had influence in
multiple, related areas. The most impactful citations of AmpPot relate to research on technical
aspects of DoS, while AmpPotMod and CCC receive more attention from adjacent areas such
as CRIME-related research. Measurement research has more commonly cited AmpPot and
CCC compared to AmpPotMod.

2.5 Data Sets for Data-driven Evaluation

2.5.1 Honeypot Data

We use data from the CCC honeypot platform. CCC supplies two types of log formats. First,
a list of victims inferred by applying the default CCC thresholds. Second, a list of all event
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summaries per sensor. We analyze the second list for testing various thresholds and validate
our scripts with the first list by applying the default CCC thresholds and inferring the same
victims as CCC did.

We also check whether the CCC platform operated without interruptions. This eliminates a
possibly skewed convergence behavior due to external reasons, i.e., a honeypot sensor running
only during a fraction of the measurement period would always observe di Lerknt attacks than
a second sensor running at di Cerknt times.

2.5.2 Telescope Data

Scanning observations vary between telescopes that di [erl by topological and geographical prop-
erties [53]. This is why we use a /24 telescope from the US and three /24 telescopes from the
EU. In total, 85% of the CCC honeypot sensors are deployed in these regions, which enables a
fair comparison.

Our analysis is based on the assumption that telescopes primarily observe scan tra Cc_br
UDP. Because network telescopes are fully passive, scanners do not detect open amplifiers
in these networks, which could be misused in a subsequent attack event. This means we
do not expect spoofed tra Cc_Arriving at the telescope. Moreover, attackers sending spoofed
queries to a telescope would e [edtively waste their resources because there is neither reflection
nor amplification possible. This makes telescopes a suitable vantage point to identify UDP
scanners.

In addition to amplification attacks, other UDP (non-scanning) tra [c_dan be monitored at
network telescopes. In 2015, a total of 134 DNS-based amplification attacks have been inferred
during a period of 6 months [42]. However, only a handful of these attacks have been verified
and most attacks exhibit properties of aggressive scanning rather than attacks, i.e., the number
of targeted unique dark addresses equals the number of total packets sent. These observations
might be due to the early stage of detection methods of amplification attacks, which, at that
time, did not account for fast scanning methods [35].

The deployment of the protocol QUIC [203] recently changed UDP tra [c_droperties at tele-
scopes. Although QUIC runs on top of UDP, it requires a handshake to initiate connections,
making it susceptible to state-overflow attacks [110]. This means that we observe DoS backscat-
ter targeting UDP in addition to TCP services. ldentifying QUIC backscatter is easy, however,
because attacks originate from the default QUIC port and a specific group of content servers.
Furthermore, they contain fingerprintable data [110]. Overall, QUIC backscatter does not
interfere with our measurements.

Lastly, accidental misconfigurations might lead to UDP tra [c_dt the telescope. We argue
that such events are rare and unlikely to reach the ports associated with amplification attacks.
However, we cannot completely exclude them.
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2.5.3 DDoS Baseline Data Set

We collaborate with the world’s largest DDoS mitigation equipment provider with a reported
global market share of over 20% in 2020. We receive partially anonymized attack information
under a non-disclosure agreement for popular amplification protocols during our main measure-
ment period. In total, we are able to observe all reported attacks for the protocols supported
by the CCC honeypots.

The data provided by the mitigation company is based on a DDoS appliance deployed on
the direct links between customers and their upstream providers, i.e., they are able to observe
all external attacks targeting end hosts in the customer networks. Attack detection is based
on observing volumetric peaks and well-known attack vectors to identify anomalous tra [c_1
changes. It involves customer feedback, which is important for mitigation (tra [c_strubbing),
since scrubbing could lead to unwanted packet loss in case of false positives.

Our data set includes start and stop time of an alert, attack type, and flow selection criteria.
For each attack event, we obtain the list of protocols misused, destination prefixes receiving
tra [c_ak observed by the sensor, but without a detailed breakdown of tra Lcvblumes by target.
Although inferring the specific targets and the impact from attack from this list is usually
not possible it can be utilized for longitudinal validation. For each attack inferred at the
honeypot, we can check whether it is covered by a mitigation provider attack event and one of
its prefixes. More specifically, the victim is visible as the source of requests at the honeypot
and the destination of attack tra [cadt the DoS mitigation sensor.

Quality of the baseline. To evaluate the precision of thresholds that are used to detect
amplification attacks at honeypots, ground truth data is necessary. Such data has to be created
independent of the honeypots since choosing one honeypot as a point of reference for multiple
honeypot platforms will lead to ambiguity for two reasons. First, each honeypot platform
depends on thresholds. Second, no single configuration can be selected as the better reference
point without attack event verification. Unfortunately, there is no public source of ground truth
data for DoS-victims and attack events. Such information is often considered private and may
inflict unexpected cascading e[edts, e.g., a victim might experience a loss of customers due
to a decreased trust in its systems, or other attackers might be encouraged to launch follow-
up attacks on weakened systems. Furthermore, a complete view of DoS attacks is di Lcult
to obtain, because even with large honeypots, attacks often only use a very small subset of
reflection-capable systems. So although research-based methods to observe DoS attacks are
documented publicly, their inferred list of victims often remains private or limited due to
vantage point bias.

Companies, such as our data provider, o [ering DoS tra [cnhitigation services and equipment
are in a unique position to identify DoS victims. These mitigation providers typically operate
on the aggregates of tra Lc_paths and relay points (i.e., routers), observing tra Lc_dn route
rather than having to reside in an endpoint that may or may not be involved in an attack.
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These aggregate observation points have the advantage of scale, with the ability to observe and
correlate attack events across an array of covered systems and networks. Mitigation providers
typically have aggregate tra Lc_Sensors deployed at a variety of customer sites. Anomalous
tra [cthat is detected can be reported, and may eventually trigger automatic mitigation such
as blackholing [109] or tra [c_Scrubbing [66]. Although such mechanisms are also based on
heuristics in practice, operational data based on such mechanisms produces a confirmed set of
victims due to its immediate mitigation actions. In practice, a detected attack (i) triggers a
report that alerts the customer and optionally (ii) activates an automatic countermeasure to
protect the target from the attack. False-positives would lead to unhappy and fewer customers,
especially because some mitigation services charge by the volume of tra [cC_danitized. Also,
false-negatives would be reported by the customer (since its service still experiences quality
degradation because of DoS tra [c),lwhich ultimately leads to fine-tuning of thresholds and
better detection.

We call our data baseline for two reasons. First, during our measurement period, no customer
complained about false positives, so we believe that the detection accuracy is very high. Second,
we also believe that this data set provides a representative visibility into attacks because the
DDoS mitigation company has a 22% market share, and its customers are internationally and
topologically (small, medium, large networks) distributed.

Given that the events included in our baseline data set are attacks, honeypot platforms
claiming complete coverage should be able to detect these events (and maybe more).

2.6 Detecting Attacks

Attackers unwittingly use amplification honeypots as reflectors to conduct attacks. This helps
honeypot operators to observe and quantify attacks. To distinguish attack packets from scan-
ning and general Internet background radiation (IBR), honeypots group packets into "flows”
using a flow identifier (id). Attack thresholds then identify flows that likely belong to an attack.

Flow ids can be created using commonalities among packets such as the combination of
source/destination address and source/destination port pairs. Traditional Internet applications
minimally use a five-tuple flow id (IP protocol, address pair, port pair) to group flows, but all
fields in the IP header, UDP header, and abused protocol could be used. Minimizing the
number of flow id fields while correctly classifying all packets in a group maximizes e [Ciehcy.

In a reflective attack, the request packets an attacker sends will contain a spoofed source
address. The spoofed address becomes the destination (victim) for amplified response packets.
This is achieved by handcrafting packets, which requires the attacker to set all fields to protocol-
conforming values. Attackers may randomize field values that may vary by operating system
or at run-time, such as the IP ID field or UDP source port, in order to complicate packet
classification at the honeypots.
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2.6 Detecting Attacks

Figure 2.2: Overview of flow identifiers, timeouts, and packet loads to split a train of packets into
flows (rounded rectangles) and attacks (e.g., = 3 packets per flow, red rectangle).

Among packets to a honeypot the flow-id of a typical UDP-based amplification attack re-
quires, (i) a spoofed source address associated with a victim, (ii) a destination IP address of
the amplifier (or honeypot), (iii) the destination port that maps to the abused protocol on the
amplifier, and finally (iv) the source port, which can be chosen freely by the attacker. Note, car-
pet bombing attacks, which target IP prefixes as opposed to a single victim address, may spoof
some portion of the most-significant-bits in a source address in order to randomize additional
bits in the flow-id.

Other fields, such as the IPv4 ID or TTL can similarly be chosen at random or set to com-
monly used values to avoid raising suspicion. Research shows that some botnets use recognizable
values for the source port, TTL, or DNS values [118]. For example, the ports 80 and 123 are
often found paired with NTP (port 123) attacks [30], [76], [118] and make up more than 50%
of the attacks together. Protocol specific observations show that source port selection dilLerk
among protocols [50]: attacks using CharGen, QOTD, RIP, and SSDP exhibit a hard-coded,
stable paired port almost exclusively while NTP and DNS attacks show a larger range of ran-
domized ports (about 50%). Overall, the selected source port in the request packets of an
attack may be useful to track a specific pattern belonging to an attack entity, but is otherwise
unsuitable as a more generic tra Cc_dassifier.

sensors that receive packets from a variety of sources such as scanners (I). The goal is to
identify packets that are not just information gathering but used to attack victims (2) via
reflection attacks. Packets in the same flow-id can then be grouped together based on an idle
timeout, which determines the maximum interval between two packets belonging to the same
flow (3) or to a dilerent flow (4. Finally, only flows that contain a minimum packet load are
considered attack flows (4).

We now introduce the various attack definitions from related work. See Attack Thresholds
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Table 2.3: Most recent or commonly used amplification honeypot platforms, their setup, definitions of flows, and attack detection
thresholds. For CCC, we show the median number of sensors since deployment.

Honeypot Project Setup Flow Identifier Attack Thresholds
Sensors Distributed 1P Prefix 1P Address Port Idle Timeout Packet Load
[#] Geo Topo Src Dst Src Dst Src Dst  [minutes] [packets]
AmpPot [76] 21 3 3 8 8 3 8 8 3 60 = 100
AmpPotMod [118] 8 8 3 8 8 3 8 8 3 10 = 100
CCC [146] 65 3 3 8 8 3 3 8 3 15 =5
NewKid Mono [52] 1 8 8 3 8 8 3 8 3 1 =5
NewKid Multi [52] 1 8 8 3 8 8 3 8 8 1 =2 ports & =5
HP1 [50] 5499 3 3 8 8 3 3 8 3 1 =2 honeypots & > 20
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Table 2.4: Expected outcome of dilerent attack detection methods, in case of a uniform amplifier utilization and an attack load of
1 Gbit/s lasting 5 minutes.

Attack Configuration

Attack Detected

UDP Port Protocol [Rdquest Size Ampl. Factor # Amplifiers Reqs/Attack Reqs/Amplifier AmpPotMod CCC NewKid HPI
17 QOTD 15 Bytes 140 31k 17.9M 576 3 3 3 3

19 CharGen 15 Bytes 356 30k 7.0M 234 3 3 3 3

53 DNS 37 Bytes 41 1.9M 24.TM 13 3 3 3 8

123 NTP 13 Bytes 557 2.3M 5.2M 2 8 8 8 8

389 LDAP 52 Bytes 63 8k 11.4M 1430 3 3 3 3

1900 SSDP 90 Bytes 31 1.9M 13.4M 7 8 3 3 8

sHoeny bundsled 9z
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However, we use the names of the original publications to distinguish them.

2.6.1 Current Methods

CCC considers a flow as an attack flow if it contains at least five packets per sensor within an idle
timeout period of 900 seconds. This is in contrast to AmpPot, which defines higher thresholds:
An attack flow must contain at least 100 packets with an idle timeout of 3600 seconds or
600 seconds when observed across all sensors. CCC and AmpPot use the source address and
the destination port to assign a flow id to multiple packets. CCC also considers the destination
address, i.e., the sensor, as an additional restriction to classify packets into an attack flow.

NewKid describes two types of attacks, monoprotocol and multiprotocol attacks. We use the
labels NewKid Mono and NewKid Multi to distinguish them. Mono requires five packets in
an attack flow with an idle timeout of 60 seconds. The Multi variant extends this definition
to include packets that have at least two dilerknt destination ports within the idle timeout
period. To account for carpet bombing attacks, i.e., attacks hitting multiple addresses in the
same IP prefix, the flow id uses the source IP prefix, instead of the address, combined with the
destination IP address and, for Mono, the destination port. CCC is also able to infer carpet
bombing attacks but only if 16 individual attack flows target victims in the same /24 prefix.

HPI applies an idle timeout of one minute, a packet load of at least 20 packets, and requires
activity observed by at least two sensors. Although their flow id is defined per-sensor, they
require at least two overlapping flows.

How to (not) present thresholds. We find a recurring pattern that attack thresholds are
insu Lciehtly justified. We acknowledge that rigorous thresholds are hard to identify without
ground truth. Unfortunately, there is little to no discussion on the e [edts of the chosen thresh-
olds. Documenting its e[edts is possible without ground truth and certainly would help the
reader in future research.

The AmpPot paper includes a definition paragraph, specifying the minimum flow filter thresh-
old, stating sources [must send] at least 100 consecutive requests to our honeypots [/6]. The
authors claim that this is a conservative threshold but do not provide further details on the
reasoning or the number of events this configuration excludes. We believe it is based on their
analysis of telescope tra [cahd the behavior of large-scale scanners contacting at least 64 dark
addresses on the same port. They find that roughly 94% of the scanners send less than two
packets per IP address on average.

In AmpPotMod, the authors reduced the idle timeout to analyze attack duration with a more
fine-grained approach [118]. It remains unclear how this change a[edted their results, e.g., the
number of detected attacks.
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2.6 Detecting Attacks

(a) CCC flow identifier: per sensor.

(b) AmpPotMod flow identifier: per platform.

Figure 2.3: Number of attack flows, depending on dilerent definitions of flow identifiers and

the gray box, HPI attack threshold marks fewer flows as attack.

31



Chapter 2 SoK: DDoS and Reflective Honeypots

CCC [146] selected their idle timeout to loosely correspond with the availability of short lived
attacks (under an hour) from booter systems. However, they do not provide an analysis to
validate their choice of threshold.

The NewKid paper illustrates that thresholds were established empirically [52] by manually
analyzing three weeks of tra CLc_IThe authors infer three tra Cc_dasses (slow, fast, bursty) and
try to classify the first class as scanner and the remaining classes as attacks. The description
lacks detail on this inference and the automatic classification in particular. It remains unclear
how the victim CIDR blocks are selected.

The HPI team states that they experimentally derived that actors use up to 20 packets from
the same source IP address [50], but no further explanation is given about the experiment
setup.

All papers include basic reasoning of the chosen attack thresholds. While the adjustable
parameters are similar, the reasoning for dilerknt choices of flow id, packet load, and idle
timeout remain unclear in practice. We highly encourage future work to use appendices to
provide a more detailed analysis. This will enable the community to reproduce data selection
processes and inferences.

2.6.2 Comparability of Attack Thresholds

We now systematically analyze the e [edts of various flow identifiers and attack thresholds to
assess the comparability across research projects. We distinguish between sensor-based and
platform-based flow-identifiers. Although we include all threshold configurations from related
work, we will focus on the CCC and AmpPotMod configurations. Their publications have a
wide reach and they diLerlin a key aspect: the CCC flow identifier is applied per-sensor whereas
AmpPotMod is applied per-platform. Please note that we do not use ground truth data but
rather explore the e [edts of the configuration spectrum. The dataset contains packets obtained
by the CCC honeypot platform.

Counting attack flows misleads. First, we show the number of attack flows for dilerkent

as a function of the idle timeout in seconds (x-axis) and the packet threshold (y-axis). The
maximum x-axis value is around 107 which correlates to the complete measurement period of

uses the CCC flow identifier, i.e., source address, destination address, and the destination port
applied per sensor, whereas the right figure uses the AmpPot flow identifier, i.e., source address
and destination port applied across the whole platform. For NewKid, we only show the Mono
variant because it was predominantly used in the paper. The value for the HPI thresholds
is visually striking, because we additionally include the requirement of at least 2 honeypots
sensors for this data point.
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(a) CCC flow identifier: per sensor.

(b) AmpPotMod flow identifier: per platform.

Figure 2.4: Number of victims, depending on dilerent definitions of flow identifiers and at-

gray box, HPI attack threshold marks less hosts as victims.
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We infer two findings: (i) The platform-based flow identifier counts less attack flows because
it groups packets across di[erent sensors into the same flow instead of counting the flows per
sensor — provided attacks utilize multiple sensors. We find 12.9M attack flows with Amp-
PotMod thresholds and 30.3M with CCC thresholds when applied to the per-sensor flow ids

[C10% seconds (3 hours), but have negligible e [edt thereafter. At that point short consecutive
attacks are likely grouped into a single flow. The idle timeout has a stronger e [edt on the
per-sensor flow identifier because it is less likely to observe packets at the same sensor.

Detected victims uncover high similarity. We now analyze the number of detected

unique victim count on the z-axis (the maximum is two orders of magnitude lower). Instead of
counting attacks or attack flows—which are heavily influenced by the choice of flow identifier:
per-sensor vs per-platform—we count the number of victims. Since both approaches are run on
the same data, measurements are comparable. Note, that the number of victims should be a
lower bound of the attack numbers. The idle timeout still aledts results as a long idle timeout
might group packets from low volume scanners into attack events, thus potentially generating
victim artifacts.

For the per-sensor flow identifier, we find 644k victims using the CCC threshold and 531k
victims using the AmpPotMod threshold. For the per-platform flow identifier, we find 654k
and 549k victims, respectively. By comparing the respective configurations (CCC flow identifier
and CCC thresholds versus AmpPotMod flow identifier and AmpPotMod thresholds) we find
only a dilerknce of 15%. Visually, both configurations are present in the same cluster and
gradient. Reassuringly, this means that the results of the various honeypot platforms are
indeed comparable. An exception to this finding are the HPI thresholds, which require at least
two sensors to observe attacks. This leads to a 45% smaller victim set.

2.6.3 Evading Threshold-based Detection

the misused protocol. The CCC honeypot detects NTP (60%), LDAP (31%), and DNS (4%) as
the most popular amplification protocols in 2022. This observation confirms common expecta-
tions, which assume attackers choose protocols that allow for high amplification and provide a
rich amplifier infrastructure. NTP, for example, does not only provide the highest amplification
factor and many amplifiers but also mega-amplifiers [30], i.e., hosts that exhibit a significantly
larger amplification factor due to their configuration, making this protocol most appealing to
attackers.

The use of a protocol-independent threshold is surprising, though, since each protocol exhibits
features (i.e., amplification) and deployment (i.e., instances in the wild) that may be leveraged
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by attackers in dilerent ways. We now analyze the attacker potentials to impede detection
by honeypots. We do not use honeypot measurements but model a realistic attack volume
and utilize protocol properties as well as public knowledge about the number of deployed
amplifiers—similar to what attackers can do.

We assume a simple attacker model: attackers try to minimize exposure by reducing the load
per amplifier while still achieving a desired tra [cIbad. Given a set of amplifiers and a target
attack load, an attacker uniformly distributes connection requests among all amplifiers. Based
on this model, we infer the number of expected packets per amplifier for an attack load of 1
Gbit/s lasting 5 minutes. This attack scenario is realistic and produces more tra [Cthan the
majority of attacks: (i) Although new attack tra [c_deaks are reached yearly, the majority of
attacks (98%) do not exceed 1 Gbit/s, even in the year 2021 [177], [218], [251]. (ii) A recent
honeypot platform observes that 50%-80% of amplification attacks are shorter than 5 minutes
[50], depending on the protocol. Triggering high volume attacks by requesting relatively little
from a large number of amplifiers is doable given current amplification factors and deployment
of amplifiers (see, e.g., NTP or SSDP). We adopt amplification factors from related work [133],
the numbers of open amplifiers from publicly accessible scan projects [273], [279], and then
apply common attack detection thresholds.

*************

thresholds presented in the AmpPotMod, CCC, NewKid, and HPI papers. Depending on the
amplification protocol each honeypot sensor would experience diLerent packet loads, ranging
from 2 (NTP) to 1430 (LDAP) packets during the attack time. Attacks that require fewer
requests per amplifier tend to remain unnoticed by current detection methods. This result
highlights that current detection methods may miss smartly tailored attacks and that thresholds
can best detect attacks when the packet load per amplifier is high. Overall, this suggests that
the honeypot observations are incomplete.

We conclude that honeypot observations cannot be simply explained in situ but have to be
embedded into the protocol ecosystem and the decision-making that determines amplifier lists
used by attackers.

2.7 Honeypot Convergence

In this section, we revisit accuracy estimations for observations from a distributed honeypot
platform. We explore the notion of honeypot convergence, a completeness measure of the
detections that is influenced by the number of honeypots deployed and their configuration. We
evaluate the impact of varying deployment scenarios based on the CCC platform.

2.7.1 Current Methods

Honeypot convergence is based on the assumption that the observed event set stabilizes (i.e., con-
verges) as the set of honeypot probes varies. It is considered a key property of a honeypot plat-
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(a) New victims per sensor.

(b) Victims per sensor and cumulative total.

Figure 2.5: Convergence behavior for NTP using a near-optimal selection of honeypot sensors.

form, because it provides a comparative measure for attacks observed by dilerent honeypot
deployments. Convergence supposedly occurs when a set of honeypot probes provide a complete
view of all attack events.

In the AmpPot paper [76], the authors order all the honeypot probes by name and then
compute the running sum of new attacks contributed by each probe in turn. They conclude
that 10 AmpPot probes identify > 90% of all attacks and that additional probes add only very
few new attacks.

In the CCC paper [146], the authors apply a capture-recapture analysis, a statistical method
known from ecology, which derives the number of estimated attacks by random sampling of the
honeypot probes. They conclude that the CCC platform captures 85.1%-96.6% of all attacks.
Other work derives that already 5 CCC sensors converge and monitor > 99.5% of the DNS
victims [111].

Although the number of sensors is significantly higher ( [I5D), the authors of the HPI de-
ployment claim to have a complete view also on the basis of convergence behavior.

The stabilization of attack events (i.e., convergence) when adding more probes is a common
justification for specific honeypot settings. It remains premature, though, to conclude from
convergence that a complete set of attack events has been observed. Convergence also occurs
if a large set of attack events never enters the honeypot platform. Recent research observes
this for di Lerent honeypot deployments, which show very diverging event sets with incomplete
pictures of attacks. Two independent studies show small overlaps of only 4% [111] and 8.18% [ /0]
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i

(a) Convergence: High variances in the results suggest that conver-
gence is less stable than previously assumed.

(b) Relative dilerences of min, med, and max of detected victims.
Even at =25k, worst-case results (min) di[ed by less than 2%.

Figure 2.6: Examining the convergence of NTP over 30k permutations.

between UDP amplification attacks observed at common honeypots and di Lerknt vantage points
(i.e., other honeypot platforms and IXPs), challenging previous assumptions and claims of
convergence. Furthermore, analyses based on the large HPI platform show that convergence
di Lerk by protocol and that a general approach to high attack visibility (i.e., 99%) is hard to
achieve, e.g., RIP measurements require 60 sensors and other protocols =150 sensors [50].

Reviewing the implications of honeypot convergence is important because this measure has
been used as a fundamental building block for the justification of honeypot results. Given the
visibility of a honeypot platform, researchers had no other means but to test for the convergence
of their results. We argue, however, that honeypot convergence should be re-interpreted, as it
is only a fair measure of the limits of visibility, i.e., a test whether the horizon of the platform
has stabilized.

2.7.2 Reproducing Convergence

probes has a significant impact on convergence results. Using the default CCC thresholds,
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we learn about 1.4M attacks towards 644k victims during our measurement period spanning
3 months. The most common protocols for amplifications are NTP (60%), LDAP (31%), and
DNS (4%). We observe continuous scans or attacks for all but one faulty sensor for NTP and
LDAP, why we conclude that these services were run throughout the whole measurement period.

We now reproduce the honeypot convergence based on a near-optimal sensor selection, anal-
ogous to prior work [76], [L11]. We sort the sensors by the number of victims and perform

which an individual sensor contributes, decreases quickly until rank 10. For NTP at rank 10,
87% of victims have been already observed and the subsequent sensors do not significantly
increase the cumulative count although each sensor observes [1615% of all victims. For LDAP
at rank 10, we observe slightly fewer victims (76%). Each additional sensor observes [35%
of all victims but increases the cumulative share only by 0.5%. In summary, we successfully
reproduced the honeypot convergence for the given platform and measurement period.

2.7.3 A Fair Convergence Introspection

This convergence measure, which we just reproduced, follows a probe sampling that prefers
sensors with a large number of common victims. As such, it is biased towards fast convergence.
We now want to analyze the general convergence behavior and answer the question whether
this bias leads to missing relevant data from the result set.

In general, the convergence behavior depends on the number and the order of considered
sensors. To eliminate order bias, we create 30k random permutations of all CCC sensors and

re-inspect convergence for NTP, see:Subfigure 2.6(a). This analysis di [tk from related work [50]
by exploring further statistical details instead of only averages. Each box includes the median
(bar), up to 1.5x of the interquartile range (whiskers), and all minimal and maximum values
(outliers). This plot clearly visualizes the large variances across convergence results, depending
on the combination of probes. Considering the best (upper outliers) and worst (lower outliers)

case scenarios of 20 sensors (rank 20), we find 39%-95% of NTP victims. Furthermore, the

observations lead to two insights. Fist, they confirm our previous observation that probes with
higher weight (i.e., more attacks) introduce a bias towards fast convergence. Second, they
emphasize that convergence measures should be utilized with great caution when justifying the
completeness captured by honeypot deployments.

We still want to justify that we do not compute all permutations of currently 50 CCC sensors
due to numerical complexity (50! = 3-10%¢ permutations). Limiting to 30k permutations already
shows stable results. To assess the stability, we iteratively create 100 new permutations and
add them to the total set of permutations. For each set of permutations, we determine the
largest dilerknces of the minima, median, and maxima of detected victims across all ranks.
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It is noteworthy that the capture-recapture method can be inadequate for estimating an
unknown population. Related work finds that (i) accuracy depends on capturing a large pro-
portion of the population [84], i.e., the majority of attacks, and (ii) it looses accuracy for
transient populations [147], i.e., when attackers cease or move between measurement areas
due to new amplifier lists. All this makes it very likely that the estimated number of attacks
accounts only for a subset of total attacks.

2.7.4 Convergence versus Completeness Metrics

In the previous sections, we have shown that convergence is not a stable metric but (if cautiously
applied) can shed light on the horizon of visibility for a honeypot platform deployment. The
completeness of the observation (i.e., the detection of all ongoing attacks), however, strongly
depends on how an attacker selects the amplifiers. Consider two corner cases and one likely
scenario.

1. An attacker may not select at all but send spoofed requests to arbitrary IP addresses. In
this case, the probability of observing the attacker is extremely low for any given honeypot
platform.

2. An attacker may—after scanning—use all amplifiers of a given protocol. In this case, a
single sensor su Lced for detecting the attack.

3. An attacker may use a limited subset of amplifiers, e.g., an amplifier hit list. This list
may have been collected according to e Lciehcy (i.e., amplification factors), (geographic
or topological) locality, or other means. In this case, the probability of detecting the
attack strongly correlates with the honeypots conforming to the selection criteria.

Amplifier hit lists may be static, in which case the attack remains invisible if no honeypot
is on the list, or dynamic. In the latter case, honeypots may observe scanning and respond
accordingly. Honeypots typically expose a low amplification factor due to legal reasons, which
makes them less attractive in many attacks.

Finding a good completeness metric. Often, honeypot platforms have a limited diversity
in geography or network topology. A valid metric for estimating the completeness of honeypot
observations needs to infer global knowledge from local observations, which is the more chal-
lenging the smaller and less diverse local observatories are. Preferably, such metric can at least
provide a rough estimator of the error inherent to the measurement system. As we have seen in
the previous discussions, such an indicator cannot be extracted from the pure measurement set
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(b) AmpPotMod.

Figure 2.7: Honeypot probes detect at most 11% of the ground truth attacks. There is no room
for fine-tuning the thresholds to improve the detection rate, because the probes
simply do not observe more events for the victims.

alone. Instead, orthogonal sensors and correlating analyses are needed to capture and quantify
the invisible attack data.

An obvious source of control is to compare with alternate measurements such as flow data,
network telescopes, or public attack reports. For research that needs to exclusively base on
the honeypot platform, we conjecture that additionally observing and analyzing explorative
scanning (possibly with varying reply behavior) as well as correlating initial scanning with
subsequent attack detection (or not), may open a new angle of view on the completeness of the
honeypot attack data.

2.8 Completeness

Using additional data sources, we find that honeypots are unable to observe anywhere near a
complete view of real-world attacks, but are quite good at detecting scanning activity.
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2.8.1 The Honeypot View is Mostly Incomplete

Similar to honeypots, our DDoS provider data shows that DNS (60%), NTP (23%), and LDAP
(8%) are the most popular protocols misused for amplification. Leveraging this real-world
baseline data, we can now independently assess whether the honeypots grant a reasonably
complete view on attacks. To this end, we detect attacks using the honeypot data and the
default CCC or AmpPotMod thresholds. Then, we calculate the share of overlapping attack
events in the DDoS provider baseline data for each protocol. The results are visualized in

mostly incomplete. For the best performing protocols, for which we confirmed uninterrupted
operations and convergence in the previous sections, we only observe 11% (NTP) and 4%
(LDAP) of attacks. This is in stark contrast to current convergence measurements [50], which
suggest that we should observe at least 90% of NTP attacks with 50 sensors. Our results,
however, comply with recent findings (4% [111] or 8.18% [/0]), which examine the overlap
between honeypots and IXPs, but based on baseline data. We acknowledge that our baseline
data is limited to those networks that share attack alerts with the DoS provider. Nevertheless,
we want to stress two important details. (i) our data represents a fairly large share of the
market (up to 22%) and (ii) for a complete coverage of all attacks, honeypots should at least
observe most if not all of our baseline attacks.

Notably, the relative popularity of DNS di [erk between honeypots (see paragraph above) and
other vantage points such as IXP-based measurements (DNS 43%, NTP 25%, LDAP 20% [70])
and our baseline data (DNS 60%, NTP 23% and LDAP 8%)°, We argue that honeypots miss a
substantial portion of DNS attacks for two reasons: (i) DNS amplifiers have the highest churn
rates [80], [81], which makes it necessary for attackers to rescan frequently. Hence, attackers
can easily rotate between amplifiers and prefer new amplifiers [111]. (ii) Although the DNS
ecosystem consists of various amplifiers [112], the driving factor for amplification are queries
for names with large zones. This means that the attackers can utilize most amplifiers if they
select such a name, which makes the honeypots less attractive or at least less likely to be used.
This is supported by the fact that DNS has the slowest convergence [50].

2.8.2 No Potential for Better Attack Thresholds

We ask whether we can fine-tune the thresholds to improve results. For this, we infer the upper
bound of attack detection. We use the most permissive thresholds, i.e., every event is classified

3In order to avoid confusion, we restate that the set of the three protocols {DNS, NTP, LDAP} represent the
most common protocols misused for reflective amplification across the three vantage points. However, the
ranking order of these top protocols di [ers for the honeypots:

CCC Honeypots NTP (60%) LDAP (31%) DNS (4%)
Baseline Mitigation Provider DNS (60%) NTP (23%) LDAP (8%)
IXP [70] DNS (43%) NTP (25%) LDAP (20%)
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Figure 2.8: Hosts scanning our telescopes and connecting to our honeypot platform. CCC
thresholds mainly infer scanning events, indicating successful scan event detection.

as an attack. This potentially leads to many false positives because even scanners sending just
one packet to the honeypot platform will be interpreted as an attack.

for improvements. We find that we cannot significantly fine-tune the thresholds because the
honeypots simply do not observe any event for the victims in our baseline data, i.e., there is
no packet that relates to any of the IP addresses under attack.

This limited potential suggests that optimizing the thresholds would lead to overfitting with
respect to our baseline data set. Also, such thresholds would only be optimal for a particular
point in time and probably lose the acquired precision in the long term.

2.8.3 Misclassification of Scans

We now utilize network telescopes to assess whether attack detection thresholds for honeypots
successfully eliminate scan events.

Telescopes and honeypots observe the same scanners. At our telescopes, we identify
all scanners contacting service ports supported by the CCC honeypots. During our main
measurement period, we find 27k unique scanner addresses in the US and 16k in the EU.
We now check whether these addresses have been observed at the CCC platform. The CCC
honeypots observe 37.4% of the US scanners and 43.1% of the EU scanners. Not all scanners
are observed since not every scanner performs a complete address space scan, e.g., it is part of
a botnet or pool which splits the address space, or operates very locally [53].

Telescopes and honeypots agree on scanners. We now apply the default CCC thresholds,
inspect the events caused by scanners, and compare the results by region in Figure2.8. Strik-
ingly, 36% of US scanners only triggers scan events at the honeypots. Likewise, the honeypots
infer attacks only for 1.4% of the scanners. At the EU, we observe similar trends with 41.3% of
the sources performing scans only and 1.8% triggering attacks. We repeat this analysis using the
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AmpPotMod thresholds and find comparable results (not visualized). However, AmpPotMod
thresholds detect slightly fewer attacks. The share of addresses performing attacks decreased
for both vantage points, the US (1.4% — 1.1%) and EU (1.8% - 1.4%).

Please note that the detected attacks are not necessarily misclassifications. Upon receiving a
response, a scanner might start testing the capabilities of a honeypot, which triggers an attack
event. But such behavior is rather unlikely because scanners try to remain under the radar in
order to avoid being blacklisted and to help discover as many victims as possible. Overall, we
find that both threshold configurations are successful in exposing scan events as such.

2.9 Network Access, Economic Considerations

2.9.1 Network Types and Service Proximity

Honeypots can be deployed in any type of network with public reachability. Similar to the
various threshold configurations, the e [edt of di Cerknt network access types is little understood.
For the large amplification honeypot platforms, we typically see sensors placed on eyeball,
hosting, and academic networks. Still, we miss discussion on how the observations di Ler across
network types.

Quantitative and qualitative di [erknces have been shown for non-amplifying honeypots placed
in mobile network service providers, darknets, and academic networks [287], e.g., only a few
topological Internet-domains have started to place dedicated focus on attacking mobile net-
works. For example, malware and scanners have been shown to limit their operations geo-
graphically and topologically [53]. Such diLerknces observed across network types must also be
anticipated for amplification honeypots.

Since many open services disappear because of IP churn [81] and not because they were
taken down, it is beneficial to periodically rescan the network to update the service-to-address-
mappings. According to [69], scan tra [Lcchn be reduced by 25-90% while missing only 1-10% of
the population. This means that attackers utilizing such optimization will more likely discover
and misuse honeypots that are in proximity to other amplifiers.

Cloud providers share their physical infrastructure through the use of virtualization. Out-
ages and the mitigation of (unrelated) attacks) on shared infrastructure may aledt honeypot
measurements and thereby attack detection. Therefore, researchers need to pay close attention
to the fate-sharing risks and factors of an otherwise well-functioning honeypot system.

2.9.2 Economic Considerations

Attackers misusing amplifiers are often operating in pursuit of economic goals. For instance,
fee-based booter (or stresser) operators sell DoS attacks as-a-service and have been linked to
the misuse of open amplifiers [79], [137]. Booter operators run websites where any individual
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can purchase attacks [136]. Although some DDoS-as-a-service websites have been shown to
utilize the same set of amplifiers, for most operating websites the overlap is minimal [137].

Researchers have used booter services to attack their own infrastructure and found attacks
utilize on average 346 amplifiers from 27 autonomous systems [/1]. Honeypots observed only
[40% of DNS self-targeted attacks [79]. Overall, booter services are responsible for a significant
number of amplification attacks, e.g., 26% of DNS and 13% of NTP attacks were linked to a
specific set of booters [79]. This means that observations by honeypot sensors can be extremely
biased if they are used by a specific booter. Furthermore, take downs of booter websites
can reduce the number of observed attacks [26], [71] and negatively bias the attack landscape
perceived by a honeypot system.

Unfortunately, little can be done to influence the selection process of attackers. Obviously
providing potent amplifiers helps, however, this opposes ethical measurements which deploy
rate limiting. Therefore, special care has to be taken while analyzing significant peaks and
drops, e.g., for number of attacks for a specific protocol. Variations in attack detection may
rather be caused by a specific booter omitting the honeypots from active use rather than a
reflection of aggregate attack event trends.

2.10 Discussion

Why our results died. Our results on the completeness of honeypot observations clearly
di[end from past research, indicating that honeypot systems miss a substantial share of all
Internet-wide attacks. We identify two major reasons for the dilerknces: First, honeypot
observations, especially for early deployments, show a very fast convergence, which was mis-
interpreted as an indicator for completeness. Convergence, however, can only serve as an
indicator for cost-e [ciehcy of a particular deployment. Second, the access to orthogonal van-
tage points, e.g., commercial on-path mitigation appliances, is rare and regulated by NDAs.
By closely cooperating with a DDoS mitigation provider, we designed a method that evaluates
the completeness of honeypot observations but still respects data privacy.

Following our systematic approach, we believe that our results exhibit a more trustworthy
view on the amplification ecosystem. This is because (i) we do not select a singular configuration
but explore complete threshold spaces and analyze convergence after random permutations of
the sensor order, and (ii) our completeness results are bolstered by a curated DDoS attack list
from a major mitigation provider.

Our limitations. Our results are based on a dataset that was gathered recently and covers a
specific time period. Not all datasets that were used in prior publications were at our disposal;
hence we could not evaluate some of the prior research against our baseline data. Even with
the data constraints, however, we were able to use the configurations of various publications to
compare detection properties of multiple honeypot thresholds. Furthermore, we argue for our
finding that honeypots capture only a limited part of the global attack landscape since other
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Table 2.5: Convergence does not implicate but can co-occur with completeness, depending on
the attacker behavior.

Scenarios
Conv. Compl.

Honeypot Observations Reflector Selection

Each sensor captured Some attackers did not

8 8 di Lerknt attacks. use the honeypots.
', g Multiple sensors cap- Some attackers did not
tured the same. use the honeypots.
g 5 Each sensor captured Al attackers used the
di [erknt attacks. honeypots.
', 5 Multiple sensors cap- Al attackers used the

tured the same. honeypots.

work [70], [79], [111] has raised similar concerns, while using complementary vantage points
and time periods.

Convergence vs. completeness. Although convergence does not indicate completeness,

conditions these properties occur. Attackers who are able to detect honeypot sensors as their
targets, e.g., due to rate-limiting at honeypots, can decide to never use them as amplifiers.
This impedes completeness. At the same time, attackers that repeatedly use the same honeypot
sensors for di [erknt attacks foster convergence since they add additional weight to the frequency
of occurrence. This illustrates that deploying more honeypots sensors, even with a diverse
geographical and topological distribution, does not necessarily lead to more reliable results.
Instead, a thorough understanding of the attacker decision making is essential.

Honeypots are useful. It is discouraging to detect only up to 11% of attacks, in particular
when facing the costs of deploying (renting cloud servers, buying dedicated hardware etc. )
and maintaining amplification honeypots. Even though honeypots lack a complete view on
the attack landscape, knowing this imperfection removes unwanted interpretation bias. We
argue in favor of honeypot results as an important component of a larger complex ecosystem
even if they are imperfect. We believe accepting this will help researchers to better interpret
the observed phenomena and to understand their fragment of attacks. Since researchers are
restricted to ethical measurements and hence rate limit honeypots, attackers will always be
able to elude the trap.

Recommendations for attack definitions. A comprehensible, precise attack definition is
essential for honeypot research. We find only textual definitions of attack thresholds in related
work. Although these can be su [cieht, they are ambiguous and open to interpretation. This is
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why we recommend precise wording, preferably taken from common sources. A good candidate
for this is found in the IPFIX specification [261], from which we adopted the usage of idle
timeout and flow.

Overall, at least three definitions are required: (i) What identifies a victim? This could be a
single source IP address, an IP prefix, an autonomous system, a name etc. (ii) What is an attack
flow? One should clarify which flow keys are observed for flow inference and which thresholds
are applied. (iii) What is an attack (event)? This is especially important for system-wide
flow identifiers, when distinct attack flows towards the same victim are observed from di [erent
vantage points.

Directions for the future. Our results indicate the importance of extensive baseline data
and ground truth. However, our community should not depend on it. Non-proprietary, aux-
iliary vantage points such as telescopes and correlating observations can also help to assess
or improve the precision of measurements. We see such heterogeneous deployments in active
use by commercial parties, e.g., GreyNoise. Simply adding more honeypot sensors does not
necessarily solve measurement challenges such as the honeypot convergence, which is among
other potential obstacles caused by the decision making process of the attacker.

A fundamental problem for honeypot research is that aggressive scans exhibit tra [c_patterns
similar to reflective amplification attacks. Conversely, low-volume attacks misusing relatively
few amplifiers can resemble patterns of cautious scanners. Prior work was conducted based on
the assumption that these phenomena do not intersect, but they do. This intersection can be
illuminated by considering a careful definition and explanation of thresholds w.r.t. the observed
data and the current amplification ecosystem.

The ever-changing ecosystem is the reason why we refuse to recommend a single best thresh-
old configuration in this chapter. Itis likely that any such recommendation will soon be obsolete
as attacks and methods evolve. Additionally, our results indicate that even perfect attack clas-
sifications will not be able to detect all attacks. There is room for clarification on the impact
of thresholds, and the correlation of minor events to make classification of various measure-
ments easier. However, opportunistic classifications into obvious scans and obvious attacks are
valuable.

With these considerations in mind, we go beyond just a call for comparable metrics. Given the
same dataset, we need a way to compare the e [edts of diLerent thresholds. We also encourage
authors to present detailed analysis on their choice of attack thresholds. Finally, since the
observation range of honeypots is directly related to being targeted by attackers, we argue
that a future research agenda should include methods to replicate the creation of amplifier
hit lists. Mimicking this part would complement our tool set and improve informed honeypot
deployment.
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(a) New victims per sensor.

=

f

(b) Victims per sensor and cumulative total.

Figure 2.9: Convergence behavior for LDAP using a near-optimal selection of honyepot sensors.

2.11 Additional Analysis

2.11.1 Examining Convergence for LDAP

2.12 Conclusion and Outlook

In this chapter, we revisited methods to measure and infer reflective amplification attacks
based on honeypots. We applied a data-driven approach that allowed us to challenge long-
held assumptions. Using data from a large-scale honeypot, multiple network telescopes, and
extensive baseline data from a leading DDoS mitigation provider, we were able to reproduce,
confirm, or disprove common measures of attack detection, honeypot convergence, and attack
completeness.

Contrary to popular belief, we found that (i) honeypot convergence has limited significance
because it is a statistically unstable metric and (ii) observations by honeypots are incomplete,
honeypots miss large fractions of ground truth attacks. We explored the complete spectrum
of attack detection thresholds and embedded the thresholds of related work in our system.
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(a) Convergences. High variances in the results suggest that con-
vergence is less stable than previously assumed.

(b) Relative dilerknces of min, med, and max of detected victims.
Even at =25k, worst-case results (min) di[er by less than 2%.

Figure 2.10: Examining the convergence of LDAP over 30k permutations.



2.12 Conclusion and Outlook

Related work, although using dilerknt thresholds, largely produces comparable results but
common thresholds cover only a very narrow part of the parameter space. We highlighted
the various features that should be considered by researchers when deploying honeypots and
analyzing data. These include setup properties, flow identifiers, and attack thresholds.

Our results underscore three open challenges. First, a well-defined definition of an attack,
which accounts for tra [c_datterns observed by honeypots. Second, a reliable metric to assess
the completeness of honeypot observations. Such metric should provide an error margin and not
depend on external ground truth data. Third, to increase completeness, well-defined features
that guide honeypot deployment. These might include deployments in heterogeneous network
types, better protocol emulation, or sophisticated rate limiting methods. Most importantly,
our community should gain a better understanding of the mechanics behind the creation of
amplifier hit lists. Being able to reproduce the set of amplifiers used by attackers will allow
researchers to tailor amplification honeypots in terms of location and behavior such that they
will be targeted and capture a su [Ciehtly complete view.
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Chapter 3

The Far Side of DNS Amplification:
Tracing the DDoS Attack Ecosystem from
the Internet Core

Abstract

In this chapter, we shed new light on the DNS amplification ecosystem, by studying complemen-
tary data sources, bolstered by orthogonal methodologies. First, we introduce a passive attack
detection method for the Internet core, i.e., at Internet eXchange Points (IXPs). Surprisingly,
IXPs and honeypots observe mostly disjoint sets of attacks: 96% of IXP-inferred attacks were
invisible to a sizable honeypot platform. Second, we assess the e [edtiveness of observed DNS
attacks by studying IXP traces jointly with diverse data from independent measurement in-
frastructures. We find that attackers e [ciehtly detect new reflectors and purposefully rotate
between them. At the same time, we reveal that attackers are a small step away from bring-
ing about significantly higher amplification factors (14x). Third, we identify and fingerprint
a major attack entity by studying patterns in attack traces. We show that this entity dom-
inates the DNS amplification ecosystem by carrying out 59% of the attacks, and provide an
in-depth analysis of its behavior over time. Finally, our results reveal that operators of various
.gov names do not adhere to DNSSEC key rollover best practices, which exacerbates amplifi-
cation potential. We can verifiably connect this operational behavior to misuses and attacker
decision-making.

3.1 Introduction

Denial of Service (DoS) attacks pose a major, omnipresent threat to the stability of the Internet.
About one-third of the active /24 networks on the Internet received DoS attacks over a two-
year period [64], and 90% of attacks mitigated at a large IXP involved reflection attacks [109].
To bring about reflection, attackers spoof source IP addresses to send request packets that
supposedly originate from an intended victim, and abuse the infrastructure that replies to
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these requests (e.g., open DNS resolvers). Amplification is successful if the responses are larger
than the requests.

The DNS is a core Internet component. It primarily operates over the transport-layer protocol
UDP. Due to its stateless nature, UDP is particularly susceptible to spoofing, and at least 14
protocols that work on top of UDP allow for reflection attacks [133]. The Network Time
Protocol (NTP) and DNS are (currently) the most-abused protocols [64], [70], [109].

Notably, amplification attacks are not limited to UDP. Poor implementations of network
stacks allow attackers to use TCP as well [82]. A recent DNS amplification attack exploits
ine Lcieht resolver implementations and works regardless of the underlying transport-layer pro-
tocol [2]—DNS amplification remains one of the most popular attack vectors, despite recent
changes such as DNS-over-TLS [199] and DNS-over-HTTPS [197].

Expert measurement methods are essential to observe global attack activities. Having a thor-
ough understanding of attack dynamics and the abused infrastructure is crucial to e [edtively
mitigate DNS-based attacks and to reduce the opportunity for infrastructure abuse. Several
e [onts exist to monitor amplification attacks on a global scale. Primarily, the monitoring infras-
tructures are implemented with the help of honeypots [76], [118], [146]. In such works, careful
assumptions are made about the share of global attacks that honeypots account for [76], [146]
because the amplification ecosystem consists of a large number of amplifiers [273] with high
churn rates [81]. Moreover, sophisticated attackers learn about the location of honeypots and
exclude them [260].

In this chapter, we extend the understanding of the DNS amplification ecosystem by jointly
analyzing results from four complementary measurements, including the Internet edge and
core. First, we introduce a method to infer DNS amplification attacks at Internet eXchange
Points (1XPs). We exploit the central position of the IXXP to comprehend abused infrastructure
dynamics and explore opportunities to fingerprint attack origins. Second, we use a large,
distributed honeypot platform to infer whether the IXP and honeypots observe the same set of

visualizes our extended perspective on inter-domain DNS amplification attacks. Note that
we anticipate attackers to abuse infrastructure that responds to DNS queries, which includes
DNS forwarders and recursive resolvers. Third, we compare our observations with data from
Internet-wide open resolver scans, allowing us to assess the extent of existing views on abusable
infrastructure. Last, we consider comprehensive DNS measurement data to gain insights into
the type of DNS infrastructure abused (i.e., open resolver versus authoritative nameserver) as
well as the amplification potential of attacks.

In detail, we address three key research questions:

amplification attacks?
As we will show, passive observations of DNS-based reflection and amplification attacks at
an IXP can identify misused query names and abused infrastructure beyond honeypot-based
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inferences. Surprisingly, with an overlap of only [—4%, IXPs and honeypots detect mostly
disjoint sets of attacks. In total, we find 24k new attacks over the course of 3 months, which
were not observed by the honeypots.

fication ecosystem?

We fingerprint a larger attacking entity by correlating the use of .gov names and static DNS
transaction ID behavior. The entity in question is demonstrably dominant and responsible for
59% of inferred attacks. Our data suggests two topological changes (i.e., relocation) of the
attacking infrastructure within one year, indicated by shifts in network layer observables. We
observe that the entity frequently changes abused amplifiers. Moreover, we recognize patterns
in misused query names that strongly suggest attempts by the entity to improve the overall
amplification factors.

(i) how are the amplifiers misused; and (ii) can the amplification factor still be improved?

We are able to pinpoint the abuse of at least 10 to 1000 amplifiers in most events. Our results
show that attackers mainly misuse legitimate .gov names in spoofed DNS queries, which is
likely, because names under the .gov zone are DNSSEC signed. Bilateral clustering also shows
that only 2% of attacks use static amplifier lists. 95% of the amplifiers for which we observe
abuse are also found by a large-scale platform that scans for abusable infrastructure, which
suggests that attackers use mostly well-known, publicly documented amplifiers. Nevertheless,
we reveal that 2% of amplifiers are abused before they show up in public scan data, suggesting
that attackers also employ alternative methods to find amplifiers.

Overall, our observations show that attackers exploit amplifiers e [edtively, and the turnover
makes fine-grained source-1P filtering much harder. In spoofed requests, attackers also misuse
query names that lead to significant amplification factors. After inspecting 440 million domain
names in DNS measurement data, we detect only 9000 names with larger amplification poten-
tial. At the same time, our estimation of DNS response sizes for these names reveals that they
could cause up to 14x more amplification. This shows that attackers do not fully exploit the
DNS-based attack vector.

*********************************************
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Figure 3.1: Vantage points and stakeholders of distributed, inter-domain DNS amplification
attacks.

3.2 Background and Related Work

Reflective Amplification Attacks and Honeypots. Reflection and amplification at-
tacks [266] are traditionally observed with honeypots [249], which apply straightforward thresh-
olds to infer attack activity and to discern mere scanning for reflectors [76], [118], [146]. The
advantage of using honeypots is that all incoming requests are likely part of attacks or scans
since legitimate DNS services do not send DNS queries to those sensors. Honeypots, however,
cannot infer the extent to which other infrastructures are involved (e.g., public DNS resolvers)
and are therefore limited in the assessment of general attack properties such as intensity. An
additional challenge arises because the number of attacks visible to honeypots appears to con-
verge quickly with only a few sensors deployed. Deploying more sensors does not necessarily
increase the breadth of observation. This e[edt was shown with fewer than 10 sensors [76].
Thomas et al. [146] use a capture-recapture approach to estimate a 85%-97% visibility into
UDP reflection attacks.

The research community has so far shown a tendency towards detection techniques for edge
networks [96], [133]. We instead centre on IXP-based detection at the Internet core. Only NTP-
based attacks have been studied at IXPs [71] by explicitly launching attacks via an attacking
infrastructure. We focus on attacks in the wild and on DNS-based reflection, which requires
a comprehensive detection mechanism. We also consider four Internet-scale, complementary
data sources to investigate attack visibility and attacker behaviour. Our approach allows us
to refute the common assumption that (sizable) honeypot infrastructures o [er a near complete
view on DNS-based reflection attack activity.

Recent prior work [70] started to compare attacks seen at an IXP and a honeypot using a
flow- and volume-based DoS classification. The authors found little overlap (8.18%) between
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both vantage points. Following up on this, we present the first in-depth comparison between
various DDoS ecosystem viewpoints, precisely targeting DNS.

DNS Amplifier Ecosystem. A DNS infrastructure that responds to all incoming requests
is prone to be abused for reflection. This includes resolvers, forwarders, and authoritative
nameservers [6], [93], [112]. DNS is the second most-common amplification vector, although its
amplification potential is 10k smaller compared to NTP [6], [30] and it has the highest churn
in reflectors among protocols susceptible to reflection. Kuhrer et al. [80], [81] show that this is
mainly caused by open resolvers in access networks, e.g., home routers, where dynamic address
allocation leads to the quick disappearance of about 50% of identified amplifiers, when indexed
by IP address.

Anecdotal evidence suggests that attackers abandon reflectors once response rate limiting
(RRL) is detected [291]. Due to ample availability of DNS reflectors (2.1M in 2021 [117]), RRL
can be counteracted [133] by scaling. High reflector churn as well as RRL force attackers to
maintain and frequently update sizable amplifier lists. This aligns with the observation that
DNS exhibits the highest daily rate of unique scanners [146]. Exploiting our IXP-centric view,
we follow the abuse of amplifiers over a three-month measurement period, allowing us to unveil
how e Lciehtly attackers deal with churn. Honeypot-based studies have to date not been able
to do so.

Forged DNS Queries and Names. The query name and type in DNS queries a[edt the
amplification factor. Historically, the most common queries included unpremeditated as well as
crafted domain names, which were set up and used for amplification attacks immediately after
registration [76]. ANY is an evident query type, yet querying for specific records can equally
lead to large responses [41], [76]. DNSSEC is a DNS extension that enables verification of DNS
content but at the same time significantly increases the potential for amplification due to larger
response sizes [6], [131]. Consequently, benign .gov names, which are subject to a DNSSEC
mandate [145], started being misused in amplification attacks [146].

We shed light on how attackers select names and study e [edtive amplification in attack
tra [Calt the Internet core. We also analyze large-scale DNS measurement data to estimate the
amplification potential of other names, allowing us to reveal that while attackers are prudent
in selecting names, other choices would lead to higher amplification.

Origins of DNS-Based Attacks. As reflection and amplification attacks involve IP spoofing,
attack attribution is challenging [184], [45], [85], [108]. In the case of NTP and its moderate
amplifier churn, considering the set of abused NTP servers has shown utility towards attributing
attacks to a DDoS-for-hire service [71]. However, other research shows that overlap in under-
lying infrastructure can exist, in addition to other obstacles to fingerprinting [137]. Not all
honeypot sensors are necessarily used by attackers at the same time and attackers can choose
to abuse a subset of available reflectors in subsequent attacks. Nevertheless, clustering methods
such as KNN allowed researchers to fingerprint a few major attacking entities and attribute
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attacks to them [68], [79]. Another commonly used feature is the IP Time-To-Live (TTL) field,
which was used to narrow down attack origins [9], [78].

Despite challenges in fingerprinting attackers, we successfully use network and application
layer data to fingerprint a major attack entity, responsible for over half of the attacks detected
at the IXP. We follow this entity for over 9 months.

3.3 Complementary Data Sources

We involve diverse and largely independent data from four data sources, bolstered by orthogonal
methods. We next provide an overview of our main data to further comprehend the DNS
amplification ecosystem, Our starting point is data from an Internet eXchange Point (1XP) for
a three-month measurement period (2019-06-01 — 2019-08-31).

3.3.1 Traces from a Large, Regional IXP

IXPs are a key component of the Internet to interconnect Autonomous Systems (AS) without
introducing high costs. Observing tra Lcdt a popular IXP provides a similar vantage point to
that of large transit providers [3]. We use tra Ccchptures from a large, regional IXP in Europe.
Our IXP connects over a hundred member networks and observes tra [c_fdeaks of 600 Gbps.
We now detail how we identify and sanitize DNS data in IXP tra ¢, before using the data for
attack detection.

Identifying DNS Tra Cc_at IXXPs. Our traces involve 1:16k packet sampling and packets
are truncated after 128 bytes, which can be challenging with respect to analysis of higher-
layer (e.g., application-level) protocols. On the upside of things, DNS usually operates with
single UDP packets, hence packet sampling has no adverse e [edt as we do not need to observe
complete flows. Moreover, the first 128 bytes of packets are su [cieht to analyze DNS query
packets. On the downside, in terms of analyzing DNS answers, response data is usually only
partially visible (about 2 resource records per packet on average), since each DNS response
contains request as well as answer data. Even though large UDP packets might be truncated
and we cannot see the full answer data, we are still able to infer response packet sizes from the
UDP length field, which precedes the DNS header.

Please note that we focus on DNS over UDP because TCP-based amplification attacks do
not exploit features of DNS but only ine Lcieht implementations of transport-layer sockets [52].
Also, even though stubs and forwarders use more recent DNS variants (DNS over TCP/TL-
S/HTTP) to contact resolvers, a recursive resolver usually still uses UDP to reach authoritative
nameservers. TCP attacks use unencrypted tra Cc[P]. During our measurement period, only
1.25% of unencrypted DNS packets are based on TCP as a transport layer.

We use Tshark’s DNS packet filter and dissector for protocol identification and empirically
verify that truncated DNS packets are identified correctly. In the case of a UDP packet that
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Figure 3.2: Overview of our data sources and attack inference steps.

leads to IP fragmentation, only the first fragment is identified as it contains the DNS header.
This e [edtively avoids double counting of fragmented DNS answers. Overall, we find 33 million
sampled DNS packets from June to September 2019, which correspond to a total of 528 billion
DNS packets.

Sanitizing and Annotating DNS tra Lc_1We only consider packets that include: (i) IP
and UDP headers; and (ii) well-formed values for IP addresses, UDP length, DNS query types
and names, i.e., values allowed and standardized by the respective RFCs. In the process, we
disregard 3% of previously identified DNS tra [Cc_1 In the resulting data set, we observe slightly
more requests than responses per day (60% are requests). Daily aggregate packet counts follow
a weekly pattern with small changes during the weekends. The most and second most common
DNS query types are A (57%) and AAAA (13%) records. Using public routing data [264] and
IXP member information we map the origin AS for 99% of packets, and the peering hop AS
for 96%. For each query and answer packet, we also note the client and server IP addresses.

3.3.2 Additional Data Sources

Honeypot Data. We use data from the Cambridge Cybercrime Center (CCC) honeypots [146],
which are distributed and capture reflection attacks at the Internet edge. This honeypot in-
frastructure has various features: (i) it provides topological diversity by using 80 active sensors
that are distributed across 62 IP prefixes and 15 ASes; and (ii) it emulates open DNS resolvers,
which are responsive to reflection attempts, while not harming the Internet. We learn 31k DNS
reflection attacks from the CCC data during the same 3 months.

It is worth noting that we carefully verified that the CCC platform is able to make similar

Large-scale, Active DNS Measurements. To investigate to what extent attackers might
achieve amplification, we involve a longitudinal data source of daily DNS measurements that
accounts for names that are not necessarily misused in amplification attacks (yet). We use data
provided by the OpenINTEL project, which actively measures about 65% of the global DNS
namespace, using well over 1200 zonefiles as a starting point [130]. OpenINTEL queries for a
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Table 3.1: Our various data sources backed by complementing methods to analyze DNS ampli-
fication attacks.

Data Source Type Viewpoint

IXP Tra[c1 Transit, Internet core
CCC Honeypot Tralc1 Amplifier, edge network
OpenINTEL Scans DNS TLD zone walking
Shodan Scans Complete IP address space

set of common resource record types, which allows us to map amplifier IP addresses to DNS
infrastructure and to estimate response sizes (i.e., amplification factors).

Internet-wide Scans. To verify whether an end host provided DNS services in the past, we
use data from the Shodan search engine [273]. These data include daily scans of the complete
IPv4 address space to discover Internet services per IP address.

active measurement methodologies, whereas tra Lc_i$ brought about by passive observations.
The complementary viewpoints allow us an in-depth understanding of e [edts observed for the
DNS amplification ecosystem, as we show in the following sections.

3.4 Inferring DNS Amplification Attacks at an IXP

We first introduce our methods to infer misused DNS names and DNS amplification attacks
in IXP tra Ccfraces. We then briefly report about using these methods for live monitoring.

3.4.1 ldentifying Misused Names

In DNS reflection attacks, queries for the right combinations of domain names and resource
record types can trigger large responses and hence lead to sizable amplification. For this reason,
attackers are likely to use e [edtive names recurringly. Based on this assumption we find a list
of suspicious DNS query names.

We develop the list of names using three so-called selectors. Two of our selectors consider
features in the IXP data. The third selector involves the CCC honeypot data. The CCC data
accounts for a substantial number of reflection attacks for which we may observe attack tra [c_1
at the IXP.

Selector 1: Max Packet Size. Our first selector considers the maximum (response) packet
size of each and every query name observed at the IXP. Note that the response size per name
may vary over time and also depends on the query type. We rank query names such that
the first selector can pick, e.g., the top-ten names in terms of max packet size. Large DNS
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Table 3.2: Distribution of attacks and attack tra Ccfbr misused names. .gov names that dominate amplified DNS tra [c1

% Packets
# Attacks
Max. Size [B] 8069

7492 132 392 11
22758 3969 3863 3732 3712 3388
5155 4408 5954 5881 10270

1.17 131 0.54 0.38 6.23 6.73
2663 2385 1551 1120

5535 4096 8199 4098

1.38 0.005
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Figure 3.3: Our selectors detect the same names with a di[erknt ordering up to a set size of
29 names. These names are most likely to be misused in attacks.

responses may lead to IP fragmentation. Even in the presence of fragmentation, the UDP

The largest response of more than 10k bytes was triggered by an RRSIG query, the remaining
top-ten largest responses are triggered by ANY queries.

Selector 2: Number of ANY Packets. The ANY query type is a convenient way to bring
about DNS amplification, provided that ANY queries are not restricted by the authoritative
nameserver of the chosen query name. This is why our second selector considers hames that
most appear in ANY query packets. The ten top-ranked names according to Selector 2 are used
almost exclusively for ANY queries. Considering A, AAAA, and ANY packets, the share of type ANY
packets is higher than >99.99% for all names but for the root (.) name (97%).

Selector 3: Query Names Used Against Reflected DDoS Victims. For our third
selector we start by extracting all DNS attack victim IP addresses and timestamps from the
CCC sensor data. Next, we search for the IXP DNS tra [cabsociated with the attacks. Selector
3 then chooses the most common names used in the tra [cih question. We find DNS attack
tra [c_fbr 16% of all CCC DNS attack events (= 4.4k victim IP addresses). We identify two
reasons for invisible CCC attack tra Lc_dt the IXP: (i) The tra [c_i$ not routed via the IXP,
and (ii) the tra Ccib routed via the IXP but the packets are not sampled (given our 1:16k
sampling rate). The ground truth attack tra Lc cbnsists almost exlusively of ANY packets (99%)
and we observe only 482 unique names with this selector.

We consider the IXP DNS tra [caksociated with victim IP addresses at the time of an attack
as ground truth. We later use this ground truth to validate detection thresholds. It is worth
noting that the CCC data also provides query names, however, we decide to not use them in
favour of selecting names that are actually visible from the perspective of the IXP in ground
truth attacks.

Number of Names per Selector. The number of names chosen per selector is configurable.
To determine the highest similarity, we calculate the Jaccard index for the three sets of names
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v

Figure 3.4: Share of misused names compared to overall tra Lc_IMany clients exchange DNS
tra CcwWith only misused names, which aids attack detection.

which shows that the first 29 names chosen by each selector are almost the same, but with a
di [erknt ordering. Note that selecting the point of highest consensus is a conservative measure
for two reasons. First, this reduces the number of distinct names but chooses names for which
up to three selectors agree. And second, the selector results follow a long-tail distribution with
the knee points before the consensus point, which means that selecting more names would
lead to adding insignificant names. All things considered, we set the size to detect misuse at
29 names per selector.

Finally, we merge the three selector sets of names to create our final list of names. The
union combined with the high consensus point allows for a conservative name selection while
still keeping significant names detectable only by a single selector. Our final list contains 34

demonstrates the e [edtiveness of the selectors in identifying misused names. ‘Table 3.2 shows
properties of the considered names, most of which are part of the .gov zone. 21 names are
mutually detected by all 3 selectors. The intersection of Selector 1 and 3 contains three names,
and the intersection of Selector 2 and 3 contains five names. We find two exclusive names with
Selector 1. Overall, the IXP and the first two selectors are su [Cieht to create our list. The
CCC data does not add any names compared to the unions and intersections of all three sets.
Using the honeypot-based selector is a good verification of the first two selectors, though, since

it is based on ground truth attack tra [c.1
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3.4.2 Attack Detection with Misused Names

Using the previously introduced list of misused names, we now further analyze DNS packets that
contain queries or answer data for these names. This will allow us (i) to define two thresholds
for the detection of attacks at the IXP, and (ii) to group related packets into attacks.

Threshold 1: Tra [c_3hare of Misused Names. We calculate the daily “tra Cc_share”
of suspicious packets for client IP addresses (i.e., supposed DNS query originators). A high
share can indicate attack activity. Please note that the client IP address denotes the source
IP address of DNS requests and the destination IP address of DNS responses. The share of
suspicious packets is calculated for each unique (client.ip,day) pair for which at least 1 suspicious
packet was observed. This excludes unrelated DNS activity, i.e., clients which exchange tra [c1
for only benign names on a given day. Then, we visualize the share of misused names for

distribution becomes more pronounced, i.e., even though clients exchange large numbers of
DNS tra [c, the related tra Cc_cbnsists of only misused names or almost none. The low shares
occur due to the fact that one of the misused names is the root (.) name, which is also a
very common name for legitimate DNS tra Lc_1 This distinctive distribution allows for the
introduction of thresholds to detect attacks. With our first threshold, we define that a client
is under attack if the share of misused names exceeds 90% on a given day. This finds extreme
cases of suspicious tra Lc_shares but still allows for a small error margin, i.e., we might observe
other names due to legitimate DNS tra Lc_df the client. Note that for clients with a low tra [c_1
volume (e.g., 1 sampled packet), this single threshold is not enough since it most-likely leads
to many false positives. We therefore set a minimum packet count threshold at the beginning
of the bi-modal distribution (details see Threshold 2). With respect to the minimum packet
count threshold, the tra Lc_ghare threshold of 90% accounts for the smallest possible error,
i.e., exactly 1 sampled legitimate packet.

We argue that the high tra [Lc_share of misused names is a strong indicator of attack tra Lc_1
To illustrate this argument consider ten sampled packets, our sampling rate of 1:16k, and a
misused name share of 90%. This would correspond to 144k packets with only misused names.
No client should reasonably exchange so much DNS tra [cTbr legitimate reasons, especially in
the presence of DNS caches.

Threshold 2: Minimum Packet Threshold. We now explore the e[edts of a minimum
packet threshold at the IXP, in particular we analyze the trade-o Chletween the detection of all
attacks (visibility) and reducing false positives. To this end, we use our ground truth attack
events that we found at the IXP with the help of CCC sensor data. We count the number of
packets for these attack events and plot the fraction of visible events w.r.t. minimal packet

for all (client.ip,day) pairs. Overall, this plot demonstrates which share of DNS tra [c_rkmains
visible at the IXP if a minimum packet threshold is applied. We find that 22% of visible
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Figure 3.5: Visibility of all DNS flows and ground truth attack flows depending on the number
of packets considered. Number of detected DNS attacks at the IXP based on the
thresholds are shown on the right y-axis.

ground truth attacks exhibit at least 10 sampled packets, i.e., they remain detectable while
applying a minimum packet threshold of 10 packets. Note that for all (client.ip,day) pairs, the
visibility for 10 packets is, as expected, much lower (8%), since regular DNS flows only consist
of significantly fewer packets. Looking at the total number of additionally detected attacks at
the IXP (secondary y-axis), the threshold of 10 packets at minimum strongly limits the number
of detected attacks. We argue that this significantly reduces false positives (or at least vague
cases) but still allows us to find over 24k new, significant attack events at the IXP. Again, these
attacks were not observed by the honeypots, hence provide an opportunity for new insights.

Validation. A sound attack detection mechanism should be able to detect attacks for which
we know to be visible in the sampled IXP traces. Given this notion, we now investigate the
detection rate for visible CCC attacks, based on the defined thresholds and a varying number of
names for our selectors. This allows us to verify whether precision of our attack detection would

99% with 29 names per selector for our threshold configuration. This clearly illustrates that
we do not need to fine tune our detection method further. Also, this result is coherent with
the selector consensus, which, again, suggests that adding more misused names does not have
a beneficial e [edt.

First Glimpse into Detected Attacks. At the IXP, we found 25.7k attacks to 19k unique
client IP addresses, which includes 24.6k new attacks (as previously mentioned). The detected

durations match the observations of security reports [218], [250] with many short-lived attacks
(25% shorter than 7 minutes 50% shorter than 33 minutes). One third (36%) of the total
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Figure 3.6: Attack detection rate based on selector list sizes and 2 thresholds. We reach 99%
for visible ground truth attacks and see a convergence around 29 names.

attack tra Lc_i$ sent towards victims in ISP networks, which is the largest victim group after
content networks (24%).

We see no signs of NXNS attacks [2]. Those rely on responses including NS referrals with
many NS names (> 30) but no glue records. In our data, 70% of the responses include at most
1 NS entry and 90% at most 10 NS entries. Recently detected attack vectors (i.e., SRV, URI),
which also o[era 10x amplification factor [101], are also not used, yet.

3.4.3 Live Monitoring

We deployed our method at the IXP to verify online detection capabilities in realistic settings.
Our prototype consists of two building blocks: (i) A module that identifies potentially misused
names in near real-time. (ii) A module that continuously analyzes changes compared to the
previous day. Without advanced performance optimizations, we are able to identify misused
names within a maximum delay of 5 minutes, on commodity hardware.

We utilize our deployment to assess victim and name fluctuations. Overall, we see quite
stable numbers of unique victims and also very stable lists of misused hames. On average, we
observe 631 unique victim /24-prefixes (492 /16-prefixes and 121 /8-prefixes) per day. The
name lists have a mean Jaccard index of 0.96 in comparison to the respective previous day.
This suggests that daily updates for misused names are not necessary; we keep them to identify
changes quickly.

3.5 Comparing IXP and Honeypot Data

We now present basic properties from attacks inferred at the IXP and compare the observations
to honeypots. We find that the IXP and the honeypot sensors observe a vastly disjoint set
of attacks. Both vantage points share only 1.1k attack events, which corresponds to 4.2% of
all events at the IXP and to 3.5% of 31k attack events at the honeypots. This is a surprising
result, given that prior work [/6], [146] assumed that a distributed honeypot, such as ours, can
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Figure 3.7: Attacks detected by the IXP and honeypots (1098) di Leflin relative attack intensity
score: Mutual attacks are rather strong honeypot attacks, but medium-sized IXP
attacks.

capture a large percentage of global reflection attacks. We consider an IXP vantage point to
be an opportunity to observe DNS amplification attacks which have been so far invisible to the
research community, and potentially provide new insights, e.g., for attacks that deliberately
exclude honeypot platforms.

While the overlap is small, we now check, for comparative purposes, whether the honeypots
and the IXP agree on the observations for mutual attacks. To this end, we calculate a relative
attack intensity score for all attacks that have been identified by each type of vantage point.
We do this by sorting all attacks by the total packet count and calculating the deciles. Then, we
rank each attack with the decile score of 1 to 10. We plot the relative distribution of intensities

ffffffffffffff

mutual attacks are mostly strong honeypot attacks (with a mean intensity of 7.7) and medium-
sized IXP attacks (with a mean intensity of 6.3). We argue that this is due to packet sampling
and our thresholds, which make smaller attacks invisible at an IXP. Hence, honeypots are good
vantage points to detect small-sized attacks, if they are abused by the attacker as reflector.
IXPs, on the other hand, show that a substantial number of large attacks occur, which were
not observed by the honeypots. They are likely to see even more small attacks but this would
require significantly smaller sampling, which is uncommon in practice. We will leave this for
future work.

3.6 Tracing a Major Attack Entity

In this section, we reveal a major attacking entity, which is responsible for 59% of all attacks at
the IXP. To this end, we identify recurring patterns based on the selection of domain names,
the creation of DNS requests, and the selection of amplifiers. Our method does not depend on
our specific vantage point but can be generalized to other inter-domain data sets.
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Figure 3.8: Number of attack packets and value of DNS IDs for a single victim. For each attack
event, DNS IDs tend to be odd or even per attack phase which also allows for
fingerprinting the attack entity.

We link multiple independent events to an attack entity. We explicitly use the abstract
term entity as we do not refer to a specific botnet, booter website etc. but to the essence that
maintains an infrastructure to select names and amplifiers to launch attacks.

3.6.1 Fingerprinting Using Domain Names

We conduct a time series analysis of the misuse of names. Our results reveal a clear transition

overall attack tra Lc._Names appear to be chosen in lexicographical order, except for few weeks
in which two names were used concurrently.

The transition pattern between names strongly suggests that a specific entity is involved in
the attacks. Independent misuse of the same domain would not lead to clear, abrupt transitions.
Interestingly, we observe an increase in attack tra Lc a8t the IXP following changes in misused
name. This hints at a driving factor behind the transitions in lexicographical order. To further
investigate this observation, we analyze the expected response sizes oLered by names, as this

name inferred from the OpenINTEL data set, which provides us with historical DNS data. The
dashed line indicates the recommended maximum payload size (4096 bytes) of EDNS [181], the
extension mechanism in DNS to carry, e.g., DNSSEC data. We observe that the expected
response sizes change while names are actively misused in attacks, and also that
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transitions to other names follow drops in sizes. Further analysis of the OpenINTEL
data set reveals that the plateaus in response sizes—which last two weeks—relate to DNSSEC
key rollovers. When a new zone signing key (ZSK) is introduced, an increase in response size
can be expected, as multiple DNSKEY records are present at the same time. ZSK rollovers can
be completely automated in software, which explains the regular patterns. RFC 6781 [215]
recommends two rollover schemes, pre-publish and double-signature. Pre-publish introduces
only the new key in stand-by mode, i.e., the key is not yet used to sign RRsets. This allows
resolvers to learn about the new key before it is actively used. This scheme, however, is prone
to race-conditions and misconfigurations [25] which impair the validation process. To overcome
the challenges of pre-publishing, the double-signature scheme has been introduced. Double-
signature allows two active ZSKs and generates two (redundant) RRSIG records signatures.
The old ZSK can then be retired at any given time. On the downside, this scheme doubles the
number of signatures in a zone. Although both rollover schemes are proposed in RFC 6781 [215],
pre-publish has been established as a de-facto standard. It was used 4x more often than double-
signature in 2016 [25], [254], and 8x more often in 2020 [254]. Also, it is recommended by various
DNS software vendors [254].

We only observe double-signature schemes for the misused .gov names. This leads us to con-
clude that operators of these .gov names, many of which are US federal government
domain names, do not only not adhere to best practices, which exacerbates ampli-
fication, but also that these decisions introduce misuse by others. A recent (Q2 2021)
sample of DNSSEC records for nsf.gov and doj.gov shows that the rollover practices did
not change.

Even though we observe transitions after a (variable) number of days when the expected size

is below the recommended EDNS limit (see the valleys in Figure 3.9), we cannot reasonably
infer the decision making process behind. Either the attack entity completely understands
DNSSEC mechanics or simply observes < 4096 byte responses and then (manually) transitions

to the next name.

By analyzing the packet sizes in the sampled IXP data, we can confirm that the attack entity

response sizes observed at the IXP and extracted from the UDP headers, grouped by each name.
Please note that we consider all DNS query types for the misused names. In the attack tra [c1
however, we only observe the type ANY for these names. Most names exhibit a bi- or tri-modal
distribution. The observed clusters of response sizes near the theoretical limit highlight that
the attack entity succeeds in finding names (and related authoritative nameservers) as well as
amplifiers that still allow ANY requests. Closer investigation reveals that smaller response sizes
appear rather at the end of a name’s life cycle. This bolsters our result that the entity observes
the current e [edtive amplification factor and updates misused names upon a decline.
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(b) Estimated ANY response sizes of currently misused names based
on Openlntel data set. Plateaus indicate DNSSEC key rollovers.
Cuto [Caf a single anomaly (value of 12.5kB) for better readability.

Figure 3.9: Time series of synchronized names misused by major attack entity.
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Re

Figure 3.10: Violin plot of the observed DNS response sizes at the IXP for the major attack
entity.

Additional Fingerprinting Features. To verify that we can link multiple events to a single
entity, we seek other features that may indicate uncommon consistency over time. To this
end, we perform an entropy analysis of packet header fields that usually should show high
randomness. If they do not, we suppose the deployment of the same attack tool. Pre-built
headers and usage of raw sockets may lead to such consistent behavior, for example.

For each attack event, we check whether the number of distinct values of a specific fea-
ture grows linearly with the total packet count. We investigate header fields such as IP.ID,
UDP.SRCPORT, and DNS. ID. As network and transport layer features change after reflection, we
consider only DNS queries (i.e., packets that are sent before amplification) here.

Unfortunately, all features in the network and transport layer headers exhibit a linear growth
and hence a high entropy. Fortunately, we detect a low randomness for the DNS transaction ID,
a feature in the application header. The number of IDs in use is usually 1-2 orders of magnitude

smaller than the total packet count, see :Figure 3.11. The low entropy gives good reasons to
manually inspect the DNS IDs. We found that 91% of attack events have only a (seemingly
random) selection of odd or even IDs. With respect to the minimal number of sampled packets
containing misused names (9), the probability for this observation with random DNS IDs is
2 - (1/2)° = 0.4%. Also, we rule out measurement artifacts such as a synchronization between
tra [c.ahd sampling, since sampling selects 1 out of 16k and not every 16kth packet. Hence,
we argue that we found an arithmetic structure and not only a random phenomenon. For the
remaining 9% of attack events we observe two phases with odd and even IDs, respectively, and
a distinct shift. Indeed, the overall selection of IDs for the attack events with synchronized
names follows a two-day rhythm, alternating between odd and even DNS transaction IDs every

48 hours, independent of other features. We showcase attack phases and related transaction
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Figure 3.11: Entropy check: # of uniqgue DNS transaction IDs and packets for all packets from
attack entity. A limited number of DNS IDs indicates pre-built queries.

and not linked to the properties of the victim.

In summary, we are able to fingerprint a major attack entity based on two properties: (i) its
selection of names and (ii) the implementation details of the attack tool (selection of DNS IDs).
Both features are part of the application header, which means that we can link attack tra [c_1

the fingerprint of this attack entity is only visible for < 0.6% of the attacks detected by the
honeypot, i.e., the attack entity is only clearly visible at the IXP.

3.6.2 Attacked Victims, Misused Amplifiers

We now describe the executed attack events as well as reconfigurations and relocations con-
trolled by the attacker. The attacks we associate with this entity are distributed. We observe

ure 3.12. In this plot, we highlight the transitions between misused names with vertical lines.

[Bt e

The number of victims remains stable until the transition to the last name occurs. Then, the
number of victims increases by almost an order of magnitude. The increase also correlates with

We check whether the attacker reconfigures only the list of misused names or also the list
of misused amplifiers. To this end, we count the daily number of new and known amplifiers,

troduces two findings. First, although the number of total attacks increases, the number of
misused amplifiers remains stable. This suggests that the entity misuses only a specific set of
amplifiers per day. Random subsets, however, are selected per attack event, which we will show

name transitions, indicating that names as well as the amplifier list were updated at the same
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Figure 3.12: Number of unique victims identified by IP address, prefix, and AS numbers. Ver-
tical lines highlight transitions of misused names.

time. Nevertheless, new amplifiers appear almost daily, revealing a more continuous update
behaviour, which is necessary due to IP churn of DNS hosts.

In order to understand the increased number of attacks, we continue investigating other
features. We find that starting with the peak mid of August, the DNS request-response ratio
for this entity shifts dramatically. Before, we observe almost purely amplified DNS tra [c,1
i.e., DNS responses. The absolute numbers of responses remain stable, however, we see a stark
increase in requests. Now, [8%5% of attack tra Lc_donsists of requests. Moreover, 99.8% of
the requests originate from the same ingress AS and exhibit the same IP TTL of 250. Seeing
such a concentration from a single ingress AS indicates a centralized attack infrastructure,
because botnets are usually distributed across multiple networks. Such infrastructures are
usually the hidden back-end of booter websites. Unfortunately, the customer cone of this ingress
AS contains more than 16k ASes, so we are not able to fully trace back the infrastructure. We do
not find topological changes at the IXP that would justify the shift in attack tra Cc_droperties,
i.e., we do not find any new members and the ingress network has been already a member
during the whole measurement period. Also, it is unlikely that this shift is caused by unrelated
routing updates as the paths to all amplifiers would have to change simultaneously for such a
homogeneous e [edt. Instead we argue that since the shift occurred concurrently with a nhame
transition, this e[edt is triggered by the attack entity itself, namely due to a relocation into
the ingress cone of the IXP member. We define relocation as the topological transition of a
centralized attack infrastructure into another network. We later observe a second relocation in
mid October.

To sum up, by revisiting the main measurement period with a fingerprint in hand, we were
able to identify reconfigurations of names and amplifiers, and a relocation of the attacking
infrastructure. We were able to do this on the basis of network and application layer information
visible at an IXP.
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Figure 3.13: Known and new amplifiers used by the major attack entity. Bursts of new ampli-
fiers correlate loosely with name transitions (vertical lines).

(a) Number of amplifiers per attack: Most victims are attacked by
10 to 100 amplifiers.

<ll

(b) Number of attacks per amplifier: 50% of the amplifiers partici-
pate in more than one attack, even 23% of amplifiers in more than
ten attacks.

Figure 3.14: Distributions of amplifier involvement in attacks. Last 20 data points are high-
lighted.
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3.7 Unveiling DNS Attack Practice

In our last analysis, we use our inter-domain IXP perspective to disclose the abused infrastruc-
ture. Also, we analyze how (all) attackers perform in terms of amplification e [ciehcy.

3.7.1 Amplification Ecosystem

We start by investigating whether attackers continue to abuse the same reflectors across at-
tacks. Repeatedly using a stable infrastructure may make attackers (i) fingerprintable and (ii)
susceptible to frequent re-addressing of edge resolvers.

How many amplifiers are used in attacks? And in how many attacks do particular
amplifiers appear? The OpenINTEL data accounts for a large number of authoritative
nameservers active during our main measurement period: approximately 4.2 million NS names
that together map to well over a million IP addresses. We use these data to associate amplifier
IP addresses observed at the IXP with authoritative nameservers, where applicable.

We find that only 908 authoritative nameservers are abused in attacks—about 2% of all
amplifiers observed at the IXP. By exclusion, we conclude that the vast majority of abused DNS
amplifiers are open resolvers or forwarders. We discuss further a classification of forwarders

servers should not recursively resolve DNS queries, which makes them less attractive reflectors.
Root-query-based attacks, however, utilize 4x< more authoritative nameservers, which can be
linked to attacks misusing misconfigured root hint-files [210], [165, Chapter 4]. We observe that
80% of attack events use between 10 and 100 amplifiers (numbers not extrapolated by sampling

more than ten attacks. Such recurrent use of amplifiers may allow for fingerprinting attackers.

Do attack entities work with stable lists of amplifiers? After observing recurrent
amplifiers, we now investigate whether attackers use relatively static amplifier sets. As the
DNS is subject to high amplifier churn [81] from home gateways with 24h IP address lease
times [80], we expect sets to exist for short time spans, only.

We approach our analysis by quantifying the (dis)similarity of two attacks from measuring the
Jaccard distance over its respective sets of amplifiers. A group of similar attacks (i.e., cluster)
with a low Jaccard distance among each other indicates a fixed list. We use a bilateral clustering
method by using two well-known algorithms: T-Distributed Stochastic Neighbor Embedding
(T-SNE) [92] and Density-Based Spatial Clustering of Applications with Noise (DBSCAN) [40].
We compute both algorithms independently to exclude a biased result from a single clustering
method.

T-SNE allows us to visualize high-dimensional data on a two-dimensional plane. Similar
attacks are moved towards each other and dissimilar attacks are move apart. We observe
very stable results for di Lerknt perplexity parameters. The clustering results are visualized in
Figure 3.15, each gray scatter point represents a single attack event. T-SNE indicates a strong
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Figure 3.15: T-SNE visualization of attack events based on Jaccard distance over the amplifier
sets. DBSCAN clusters marked with colors (gray being not classifiable). Both
clustering algorithms agree on the dissimilarity of attack events.

dissimilarity between most events, with some noticeable clusters. DBSCAN groups nearby
neighbors into clusters and marks non-classifiable outliers within low-density regions. We next
combine both clustering results in the single Figure 3.15. DBSCAN cluster IDs are encoded
with colors, the non-classifiable outliers in gray.

We see 67 clusters while [92% of attack events remain outliers. We inspect clusters of at least
5 attacks and 5 amplifiers to find stable sets. Here, the most static amplifier set (a) was used
for 177 attacks during 40 days without any change. The largest set (B) uses amplifiers per
attack while always introducing a small, steady change. We can attribute in total only 2% of
attack events to fixed sets. Attackers seem to steadily use a random combination of known and
new amplifiers. This reinforces our previous findings that attackers leverage the amplification
ecosystem and that source-based filtering is infeasible to mitigate DNS amplification attacks.

Do attack entities recruit new amplifiers? Since our results suggest that attackers steadily
vary their amplifier sets, we question which amplifiers are used over time. To this end, we use
the Shodans historic lookup, which allows to retrieve its complete scan history for a given IP
address. Shodan omits transparent DNS forwarders. It lists currently around 2 million recursive
DNS resolvers, which all can be abused for reflection. Next, we perform a historic IP address
lookup for all 45k amplifiers observed at the IXP.

We find that 95% of these amplifiers are reported by Shodan to serve recursive DNS at
some point in time. This finding grants two insights: (i) it confirms independent observations
that although most amplifiers are known to the community, we fail to remove these amplifiers
ultimately [112], [120]; (ii) attackers do not use private but mostly publicly indexed amplifiers.
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Figure 3.16: Number of Shodans first and last interaction with reflectors that were observed by
us during the attacks at the IXP. Timerange of attacks highlighted in gray.

Scan results can diler even for Internet-wide measurements, e.g., due to the origin of the
scanner [154]. However, both Shodan and attackers observe a very similar set of DNS-amplifiers.

To examine the age of an amplifier that was abused during our measurement period, we
determine its first and last successful detection by Shodan in Figure 3.16. A significant number
of amplifiers was first seen during six months preceding the attack, i.e., attackers mostly use
amplifiers that are not older than six months. Also, many amplifiers are observed for the last
time during or right after our main measurement period indicating that (i) operators change the
inadvertently open state of their resolvers; or (ii) the amplifiers churned because of a dynamic
IP address. Notably around 850 reflectors (2%) appeared in attacks before discovery by Shodan.
This suggests that some attackers run their own scanning engines with a higher scan frequency
or accuracy than Shodan.

At this point, our methodology allows to passively identify DNS amplifiers as they are abused,
even before other measurement e [ants succeed. Overall, we observe substantial DNS amplifier
churn at the IXP but discern no downside for attackers. Note that we observe actual amplifier
abuse at the IXP, not the churn in amplifier reachability (which scans can reveal). Although
the total number of abused amplifiers remains stable between attacks, we see on average only
45% of abused amplifiers in subsequent (day,;,day;,,) pairs. Comparing the first and last
day of our three-month measurement period, only 20% of amplifiers still make an appearance.
This observation suggests that attackers e [edtively detect—and purposefully rotate—new DNS
amplifiers.

3.7.2 Potential Amplification Factors

Do attackers select names that maximize amplification? We investigate whether attack-
ers inquire names for maximizing amplification, or whether there is an unused threat potential.
Using the OpenINTEL data, we estimate the response sizes of ANY queries of 440 million do-
main names and plot the CDF, see Figure 3.17. Please note that we calculate the response sizes
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Misused Names
Potential Names
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Figure 3.17: Estimated ANY response sizes for names measured by OpenINTEL. We highlight
the range for currently misused names (red), and show the range of potential names
(only 9048 distinct names) to increase the amplification factor (gray).

based on the cumulative resource record sizes stored in the DNS and ignore common software
or protocol limits (4096 bytes for EDNS and 65,536 bytes for UDP).

The names previously observed in misuse exhibit a response size highlighted in the red

area. Overall, only 9048 domains show a higher amplification factor than the highest ranked,
misused name—about 0.002% of all names (gray area in Figure 3.17). This suggests that
attackers attempt to cherry-pick names for high amplification factors without being optimal.
Our estimated largest response size is 142,855 bytes, whereas the largest we actually observed
is 14> smaller.
Can we expect larger attacks in the future? Frighteningly, we find that [92J000 names
(0.02%) in the OpenINTEL data set may lead to a response size larger than 4096 bytes. Even
though EDNS [181] recommends to not send larger replies, our measurements reveal that the
DNS infrastructure frequently does so in practice (see Subsection 3.6.1).

Visible DNS attack events contribute a substantial amount of DNS attack tra [c flo the
Internet core. Notably, the overall attack tra [cat the IXP accounts for 5% of the total DNS
packets and 40% of the total DNS tra Lcvblume. This trend becomes even more apparent when
only ANY tra [ci$ considered: 68% of ANY packets and 78% ANY bytes are part of attacks. The
situation will grow worse when attackers begin to use the names with a higher amplification
factor.

3.8 Discussion

Is the observation of the major attack entity a bias of our vantage point? Despite
being a central element of today’s Internet, most IXPs still operate locally to interconnect
networks. To verify that our observations are not a local phenomena based on our large,
regional IXP, we assume that popular names are likely to be cached in the DNS. To quantify
world-wide usage of names, we apply a modified cache snooping analysis. In a nutshell, we
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Figure 3.18: DNS cache hits for a set of arbitrary names and misused names. Names with a
low popularity in the Alexa ranking but high cache hit rates indicate world-wide
usage of the names for other reasons.

resolved misused names as well as a set of arbitrary names via all public resolvers and compare
whether the names were cached or not (details see Subsection 3.9.3). We correlate the cache
hits and misses with popularity of the names in the Alexa ranking. For reference purposes we
created a name only for this study (i.e., a name that was not cached before).

Figure 3.18 shows that misused names (highlighted in red and with a D-have a similar cache
hit ratio as very popular western and eastern names, even though our misused names exhibit
much lower popularity based on the Alexa ranking. The results indicate that the misused names
are resolved frequently but not because of common (Web) services. Hence, we argue that the
IXP and our methodology give insights into behavior of global scale.

Our results are further substantiated by a recent study published by an anti-DDoS provider [
Labovitz [219] confirms that one of the misused names identified by us (peacecorps.gov) has
been utilized by the booter SynStresser to perform attacks. Also, some of our attack events
correlate with publicly documented attacks [265].

Would authoritative name servers provide a complete picture? No. 98% of open
DNS amplifiers are forwarders and not recursive resolvers [112]. This means that the majority
of amplifiers do not communicate with authoritative servers. Also, recursive resolvers will
contact an authoritative server only when the name is not locally cached. Cached responses,
however, are common because they make DNS scalable. TTLs may range between 1 hour up to
days [106]. We observed the impact of caching in the bi- and tri-modal distributions of attack
tra Lcalt the IXP (see Section 3.6). Furthermore, our data corpus includes individual resolvers
that serve up to 20k DNS amplifiers, which illustrates that caching is more likely and, thus,
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requests less visible at the authoritative servers. Hence, neither the misuse of a name nor the
complete attacking infrastructure might be visible to an authoritative server.

What can operators do to improve the situation? Operators can help by configur-
ing their authoritative nameservers or recursive resolvers to (i) block ANY requests completely,
(ii) respond to ANY requests only via TCP or with a minimal subset [164], (iii) deploy rate
limiting. Similar recommendations have been proposed for years [131], unfortunately DNS am-
plifiers still exist. Our observations suggest that those countermeasures are still helpful because
an attack is based on a relatively stable set of queries. In case advanced query patterns [2]
are issued in the future, which our method would detect, the deployment of filters that focus
on names or observations across multiple resolvers are options. As we found that some few
resolvers serve a significant amount of amplifiers (i.e., forwarders), educating those first will
have larger impact.

To the best of our knowledge, this is the first work that shows the adverse impact of DNSSEC
key rollovers in the context of amplification attacks (see Subsection 3.6.1). Double-signature
rollovers temporarily create a second, superfluous set of signatures, which makes these names
more attractive to attackers. Operators should pay attention to misuse during rollovers for
their zones. Overall, we recommend pre-publish rollovers which currently are best practice [254].

Advantages of I1XPs? IXPs are considered to be central vantage points [24]. We introduced
methods to leverage IXPs to shed new light on DNS amplification attacks. We found that
honeypot platforms see less compared to what was assumed before, extending recently observed
trends [70]. To achieve a similar coverage compared to large, regional IXPs, honeypots require
broader distribution. What concerns us most is that honeypots are easy to detect [107], [260],
[155], either because they deploy (for good reasons) rate limiting [76], [146] or they expose
other features such as delays that enable fingerprinting. Prior work clearly indicated that
malware adapts and hides [57]. In contrast to honeypots, IXPs are native part of the Internet
infrastructure. They do not need to deploy detection schemes that expose to an attacker.
They allow for monitoring of Internet tra Lc Where networks intertwine, which also simplifies
operational maintenance of a monitoring system.

3.9 Additional Analysis

3.9.1 Validation of the CCC Honeypot Platform

To verify that the CCC honeypot used in this chapter makes similar observations compared to
previous honeypot studies, we compare various attack thresholds and analyze the convergence
of our honeypot platform. CCC infers attacks using a threshold of 5 requests per sensor with
no gap of more than 900 seconds before stop replying to requests. This is in contrast to
other honeypots that set higher thresholds (i.e., 100 packets and no gap of more than 3600
seconds [76] or 600 seconds [118]). Therefore, CCC applies a more sensitive attack detection,
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Figure 3.19: Honeypot convergence for the CCC platform. We observe a similar behavior com-
pared to related projects.

which becomes apparent by a slightly higher number of reported DNS attacks for similar time
ranges [76], [146].

A major property of honeypot platforms is the convergence of visible attacks by deploying a
small number of sensors [76]. We reproduce the convergence analysis of prior work [76] for our
data gathered at the CCC platform and make very similar observations. 99.5% of victims are
already visible with only 5 sensors, see Figure 3.19. However, we require 50 sensors to cover
99.9% of victims due to a long-tail distribution, It is worth noting that the CCC platform is
assumed to capture most DNS attacks (between 85.1% and 96.6%) on the basis of a capture-
recapture statistical technique [146].

Overall, these results suggest that our honeypot platform behaves similar to related projects.
The sensitive thresholds and convergence behavior suggest the observation of all DNS attacks,
which we refute in Section 3.5.

3.9.2 Spoofed Tra [cat IXPs

To narrow down the origin of attack tra [, We can only consider DNS requests because these
packets originate from the attacking infrastructure. For attack events, we find a substantial
asymmetry of requests and responses. 24% of attack events consists of only requests, 65%
consist of only responses. Although legitimate Internet tra [c_ib also subject to asymmetric
paths [51], it is a common indicator that this extreme asymmetry is caused by IP address
spoofing.

Even though the DNS requests contain spoofed source IP addresses, corresponding MAC
addresses are unaltered. This allows us to identify the ingress network at the IXP. For each
ingress AS, we retrieve the AS cone size using the CAIDA AS Rank [171]. Overall, we observe
spoofed DNS tra [CcTfom only 18 ingress ASes, see Figure 3.20. 82% of spoofed tra [c_domes
from a single ingress AS, and 12% from a second AS. Unfortunately, these requests are coming
from networks with very large customer cones, which impedes attribution [45], [108]. We find
only one stub AS introducing attack tra ['c, Which is the only case that allows us to attribute
the attack origin. Please note that this limitation is not specific to our IXP [45], [108].
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Figure 3.20: AS Cone size of Ingress Links for spoofed tra Lc_IMost spoofed tra Lc_driginates
from very large cones which makes tracing back almost impossible.

3.9.3 Cache Snooping to Check Name Popularity

To verify whether a name is frequently resolved globally, we use a modified cache snooping (CS)
analysis. CS exploits the fact that popular names remain in DNS caches. Cached responses
are identified by TTLs which are smaller than the default TTL defined by the authoritative
nameservers. CS has been used to scrutinize the caching behavior at large public DNS re-
solvers [125]. Today, there is relatively little guidance backed by research about how to set
TTLs, so operators usually reuse the same TTLs (e.g., 5 minutes, 1 hour, 1 day) [106], which
makes this analysis easier.

Phase 1: Identifying DNS Resolvers. We perform a scan of the complete public IPv4
address space and search for DNS amplifiers. Simply initiating DNS queries to all potential
amplifiers and checking whether the DNS TTLs comply with default TTLs does not yield
accurate results. This is due to the common DNS deployment, in which a DNS forwarder uses
a recursive resolver and thus inherits current TTLs from this resolver. Hence, we first need to
exclude forwarders from CS.

To identify DNS resolvers, we operate our own name and authoritative DNS server that
responds with an A record set to the IP address of the resolver that directly queries our au-
thoritative nameserver. By comparing both the IP address of the A record and target with the
source IP address of the respond, we can distinguish resolvers (addresses match) and forwarders
(addresses di[er)), details see [112]. This method allows for fast scanning with pre-built DNS
gueries and also limits the tra Cc_dt our authoritative nameserver since forwarders using the
same resolver will return a cached entry. The relation between forwarders and resolvers has
been measured before, but the previous methodologies [6], [73], [139] embed the IP address
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of each target into the subdomain. This embedding requires the analysis of queries at the
authoritative nameserver, which impedes reproducibility.

Phase 2: Assessing Name Popularity. After isolating the resolvers, we now can initiate
a CS ANY scan to find uncommon cache activities. The reasoning here is that misused names
are uncommonly often present in caches although being not popular, as measured by e.g., the
Alexa Rank. We find recently misused names with the help of our long-term monitoring tool.
We sanitize responses by removing (i) answers with erroneous flags and codes (e.g., rcode
REFUSED), (ii) responses from obvious DNS manipulators, (i.e., sources that change the TTLs
or A records), (iii) duplicate responses from a single source. Then, we classify a response as a
cache miss if all answer resource records contain a default TTL, a cache hit otherwise.

We focused our analysis on similarly popular .gov names. Please note that americorps.gov
also has a larger (+25%) maximum TTL than peacecorps.gov, so it would be expected to
produce more cache hits.

We utilize two anchor names to verify the correctness of this measurement. First, we reuse
a name from Shadowserver which has well-documented, daily scanning times and TTLs. We
initiate our scans after the daily expiration time to showcase correct cache evictions. Second,
right before our CS scan, we create a completely new name, which should produce cache misses
only. Still, the anchor names reveal a small amount of cache hits. We consider these cache
hits to be the error rate of our measurements. We assume mutual resolver caches and DNS
optimizers responsible for these errors.

3.10 Conclusion and Outlook

We studied the DNS amplification ecosystem from the Internet core, in combination with
complementary data sources.

Our attack detection method for public peering points has enabled us to unwveil distributed
inter-domain attacks. Our results show that the DNS attack vector is more popular than
previously captured by (even distributed) honeypots, a common vantage point in the context
of reflection and amplification attacks. We were successful in tracking a prominent attack entity
and identifying concrete attack patterns. Our study reveals that attackers are able to detect
new abusable amplifiers quickly and reasonably change which infrastructure they abuse. At
the same time, we find that attackers could achieve higher amplification by choosing (query)
names more prudently. especially in the case of attacks utilizing spoofing and highly variable
amplifier sets.

Our study also reveals that operators of various US federal government domain names break
from recommended DNSSEC key rollover practices, which does not only exacerbate the am-
plification potential of various .gov names, but which our results can also tie to amplification
attacks and attacker decision-making. For future work we plan to extend our methods to cover
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a larger number of protocols and explore the fine-tuning of our thresholds to identify more
subtle attacks.

3.11 Ethical Considerations

Our research may raise the following ethical concerns.

Privacy Invasion through Deep Packet Inspection. Our IXP vantage point provides a
view into application-layer payloads. These data are particularly sensitive as they can contain
personal information, or reveal the interests of users (e.g., visited websites). However, we do not
use the data to identify or study users. We also present only aggregated views, eliminating the
possibility for third-parties to infer privacy-sensitive information. Finally, we focus on attack
tra Lc, Which consists of misused query names that do not disclose the interests of particular
users.

Educating Attackers. This chapter presents misused query names in clear view, e [edtively
showing the attackers suitable names for amplification. We argue that these names are already
extensively misused in attacks, hence publishing them will not reveal new information. At the
same time, we identified over 9000 names that can o[er higher amplification than what we
witness in practice. We will not divulge these names.

Alerting the Major Attack Entity. Releasing a DNS signature as detailed as presented
in Section 3.6 could warn the attack entity responsible for more than half of the attacks. We
argue, however, that publishing this information can do more good than harm as it will assist
mitigation e [onts by the research community.
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Chapter 4

Down the Black Hole: Dismantling
Operational Practices of BGP Blackholing
at I XPs

Abstract

Large Distributed Denial-of-Service (DDoS) attacks pose a major threat not only to end systems
but also to the Internet infrastructure as a whole. Remote Triggered Black Hole filtering
(RTBH) has been established as a tool to mitigate inter-domain DDoS attacks by discarding
unwanted tra Cc_darly in the network, e.g., at Internet eXchange Points (IXPs). As of today,
little is known about the kind and e [edtiveness of its use, and about the need for more fine-
grained filtering.

In this chapter, we present the first in-depth statistical analysis of all RTBH events at a large
European IXP by correlating measurements of the data and the control plane for a period of 104
days. We identify a surprising practise that significantly deviates from the expected mitigation
use patterns. First, we show that only one third of all 34k visible RTBH events correlate
with indicators of DDoS attacks. Second, we witness over 2000 blackhole events announced for
prefixes not of servers but of clients situated in DSL networks. Third, we find that blackholing
on average causes dropping of only 50% of the unwanted tra [cahd is hence a much less reliable
tool for mitigating DDoS attacks than expected. Our analysis gives also rise to first estimates
of the collateral damage caused by RTBH-based DDoS mitigation.

4.1 Introduction

The Border Gateway Protocol (BGP) is used to exchange IP prefix reachability information
between Autonomous Systems (ASes) to form the global Internet. Yet, one BGP application
has the opposite e [edt in practice: Signaling Remotely Triggered Black Hole filtering (RTBH)
through BGP requests a neighboring AS to discard tra Cc_destined towards an owned IP prefix.
The most prominent and well-established use case for RTBH filtering is the mitigation of vol-
umetric Distributed Denial-of-Service (DDoS) attacks. Recent attacks peak beyond multiple
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Tbps (Terabit per second) [246]. DDoS attacks build upon simple to exploit IP address spoof-
ing [189], [191] in combination with amplification characteristics of network protocols such as
NTP, DNS, or cLDAP [30], [64]. These attacks deplete network bandwidth to suppress legiti-
mate tra [ctbwards a destination IP. In consequence, a network or web service is not reachable
anymore. Still, DDoS attacks do not only cause damage at the attacked system itself, but can
also overwhelm the infrastructure of intermediate or upstream networks [222]. Such collateral
damage often impairs common customers badly.

Intermediate ASes mitigate the collateral damage of DDoS tra [cdassing through their in-
frastructure by signaling RTBHSs to their neighbors that specifically cover the target address
of the DDoS attack. Thereby, volumetric attack tra Lc iy dropped before it reaches the final
destination and alleviate the damage to the network infrastructure under attack. Internet ex-
change points (IXP) are particularly well suited for this kind of prevention, since they provide
a convergence point where hundreds of ASes meet and exchange inter-domain tra Cc[%], [33].

RTBH filtering is a light-weight and easy to use tool. It is widely deployed and can be
highly e [edtive, that is why RTBH is a well established reactive DDoS mitigation technique
today [49]. On the downside, RTBH is a coarse granular mechanism that drops all tra [c1b
a specific prefix, and does not provide information about the attack tra Ccwhile it is ongoing.
Therefore, advanced alternatives such as ACL filters [189], BGP FlowSpec [54], [235], [267], and
Advanced Blackholing [34] have been introduced. Yet, RTBH continues to play a significant
role in DDoS mitigation.

Understanding RTBH’s operational intricacies and use cases as well as its tra [c_patterns
and e [cady are crucial for understanding the e [edtiveness and success of RTBH and for the
evaluation of its alternatives. Furthermore, an in-depth investigation can help to uncover
issues with the established ways of using RTBH on the Internet. However, understanding the
operational practices as well as the corresponding tra Lc_datterns at large scales is limited in
both academia and industry. A number of publications on RTBH tra [c_patterns describe
representative investigations of single events [33], [34], but no large-scale, statistical analysis
with in-depth empirical evidence exists.

We start with exploring the operational practices of RTBH at a large IXP and separate
RTBH by their inferred use case. Thereby, DDoS attack mitigation RTBHs can be separated
from other use cases and investigated in detail. We analyze the tra [c patterns of DDoS RTBHSs
and gain thorough insights how these are connected to operational practices. To our surprise,
we find use patterns and deployment of RTBH in the wild that dilend widely from common
expectations.

Our contributions are as follows:

1. A description and characterization of RTBH use cases based on the literature as well as
industry expert interviews
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2. We collect and analyze unsampled RTBH data over a period of three months and classify
RTBH events by their use cases

3. We uncover the statistical e Ccady of RTBH tra Cc_dropping over a large data set of 590
million sampled flows

4. We present a detailed correlation analysis between DDoS attacks on the data plane and
RTBH signaling on the control plane

5. We provide insights into the detrimental e [edts of dropping attack tra Cc_cbmpletely and
quantify the beneficial tra [c_1

This chapter is organized as follows. We present the understanding of RTBH use cases
and literature in Section 4.2. Section 4.3 introduces our control and data plane data set.
We investigate which features of RTBH and to what extent they are used in Section 4.4.
Empirical evidence on the tra Lc_dharacteristics of DDoS mitigation RTBHs is presented in
Section 4.5 followed by an investigation on collateral damage of RTBH filtering in Section 4.6.
We discuss our findings on the background of discussions with industry experts in Section 4.7
before drawing a conclusion in Section 4.8.

4.2 Background and Use Cases

RTBH filtering is thought to be originally conceived to mitigate DDoS attacks on the Internet.
Its low operational overhead to signal blacklisting makes it attractive for other use cases as well.
In this section, we introduce RTBH as a tool for protecting infrastructure from DDoS attacks.
Furthermore, we identify the use of RTBH in the context of prefix squatting protection and
content blocking as well. Finally, we describe the expected blackhole characteristics for every
use case based.

4.2.1 RTBH Primer

Remotely Triggered Blackholing uses BGP to signal blackholes, in contrast to other blackholing
approaches such as access control lists. To start (or stop) a blackhole at IXPs, a member sends
a BGP announcement (or withdrawal) to the IXP route server. The route server distributes
the blackhole route to all or a subset of IXP peers, including a specific next hop IP address
(i.e., the blackhole). It is worth noting that any peer applies local BGP policies on the received
blackhole route to decide whether to accept or filter the received blackhole route, as the peer
does for any other route. Based on this decision, subsequent data that matches the blackhole
route will be forwarded to the IXP infrastructure and dropped (see Figure 4.1).

A known drawback of RTBH is the collateral damage due to the rather coarse granularity
of destination IP prefixes [54]. RTBH drops all tra Ccflowards the prefix under protection,
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Figure 4.1: Remotely Triggered Blackholing (RTBH) at IXPs: © RTBH announcement via
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Table 4.1: Literature-based expected characteristics of RTBHs by use case.

. Prefix  Reaction .
Use Case Trigger Duration Tralc 1 Target

Length Latency

Infrastructure Automatic Detection . .
/32 Secs-Mins Mins-Hours Attack Server

Protection and Triggering
Prefix Squattin

.q g Manual =/24 n/a Months Scanning None
Protection
Conte_nt Manual /32 n/a Weeks-Months Normal  Server
Blocking

i.e., legitimate tra [c_ds well as attack tra [c, because it cannot distinguish services on the
transport layer.

4.2.2 Infrastructure Protection

RTBH was designed to prevent forwarding of unwanted tra [c[P17], [285], e.g., (i) attack
tra Cc_(DoS), (ii) incoming scan tra Lc_[B7], or (iii) Internet background radiation [119]. For
the latter two, the tra LcMolume is comparatively small and operational best practices such
as firewalls and static ACL filters [189] are adequate solutions. In contrast, today’s terabit-
level DDoS attacks are a serious threat to the operation of Web services [216], [246], and even
challenge the Internet backbone infrastructure [222]. To alleviate the negative impact on the
Internet infrastructure, RTBH is used as a cheap and convenient technique to filter unwanted
tra Ccak intermediate network nodes [49]. Such a central location to blackhole unwanted tra [c 1
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are IXPs [33]. Tra Cc_df hundreds of ASes can be dropped or filtered on the IXP switching
platform [34], making IXPs a good vantage point for this kind of studies.

For the usage of RTBH at an IXP, we expect a significant rise of inter-domain tra CLc\blume,
seen by a member. In reaction, this member will send most likely a /32 RTBH. Note, RTBHSs
are announced and withdrawn constantly by the victims to gather attack status information—if
the tra [ci$ discarded no telemetry data is available [49]. Thus, our assumption is to observe
a temporally correlated anomalous tra Cc_deak directly before the first RTBH during an attack
event. Since 75% of DDoS attacks are volumetric attacks [250], we expect to see a change in the
port distribution, i.e., more tra Ccfftom amplification candidate protocols often used in DDoS
attacks such as DNS, NTP, or memcached. The average duration of DDoS attacks was 218
minutes by the end of the year 2018 [218]. We also assume that servers are a frequent target
of DoS attacks, but also attacks to clients have been observed before [30]. Attacking business-
critical, often used servers allows the attacker to exert pressure and blackmail the victims for
financial gain. Profit margins of a DDoS attack can reach up to 95% [180]. Consequently, we
should be able to observe legitimate, regular tra [c_fdatterns and compare them with attack
tra Lc, Which allows quantifying collateral damage of RTBH as a DDoS mitigation approach.

Based on measurements with an Internet telescope, related work shows that [65] RTBH is
usually triggered automatically after a short reaction time. We expect to see this behavior also
at our vantage point. RTBH triggered by DoS mitigation mechanism should be rather short,
optimally only for the duration of the attack.

In summary, we anticipate the following order of actions for this use case: First, the attack
event takes place in the form of a DDoS attack. This distributed attack utilizes multiple attack
vectors and attacks either state (e.g. TCP Syn attack) or capacity (UDP-Amplification) of its
victim. The attack starts with the increase of unwanted tra [cCahd ends with its disappearance.
Second, two parties might react to the attack event. Either the victim itself announces a RTBH
or one of its upstream providers, whose links are a collateral damage of the attack. Since all
tra Lc_ibk dropped, the victim is blinded about the progression of the attack. Hence RTBHSs
will be withdrawn to test for attack tra [c_dnd then re-announced. Not only bogus tra [Ci¥
dropped but also legitimate flows, which is the collateral damage of the mitigation mechanism.
We expect to see dilerknt tra Ccdroperties for the legitimate and attack tra [c1

4.2.3 Prefix Squatting Protection

The increasing scarcity of freely available 1Pv4 address space and its importance not only for
legitimate businesses but also for spammers alike increases the pressure on unused 1Pv4 address
space. Prefix hijacking is a well known phenomenon where IP prefixes are taken over by third
parties on the Internet, either erroneously or with malicious intent [100], [141]. Mitigation
techniques such as RPKI exist, but are still not su Lciehtly deployed to completely prevent prefix
hijacking [127]. 1P prefix squatting is a variant of prefix hijacking, where third parties take over
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address space that is assigned to another AS but not announced from this legitimate origin [153].
These prefixes are easier to hijack because there is no competitive announcement [16], [223],
[258], [141].

One common mitigation technique for prefix squatting is to announce the assigned address
space. To ensure the address space is not used at the same time, the same prefix is announced
as an RTBH.

Prefix squatting is used in practice, e.g., to send email spam from valid address space and
to prevent backtracking [16], [100], or for internal infrastructure addressing in case of address
shortage [213]. Considering the severe negative consequences of prefix squatting and the low
e [oft to mitigate, we expect to see applications of this use case in the wild. In fact, we find
very few incidents that may refer to RTBH to protect against prefix squatting.

4.2.4 Content Blocking

Applying RTBH to block clients from accessing content occurs rarely but is possible. Giotsas et
al. [49] found that attackers (e.g., port scanners, vulnerability scanners) and not victims have
been blocked by network operators to prevent access to server content.

Another motivation for the deployment of BGP blackholing is censorship. RTBH can be used
to block tra [ctbwards an IP address hosting undesirable content. Compared to access control
lists, RTBH reduces operational burdens as it simplifies the maintenance of blacklists [195].
Instead of configuring ACLs on every router separately, a single router maintains the master
file and signals the blackhole routes to the peers via BGP. This is specifically beneficial in
scenarios that require frequent and rapid changes. We consulted several network operators
whether this case has been observed in real-world. Even though the answer was negative, we
include this use case for completeness.

In both scenarios, RTBH is characterized by midterm, stable RTBHSs routes, triggered by
few BGP updates. In particular, blocked tra [c_does not reflect typical DDoS tra Lc_phtterns.

4.2.5 Expected Characteristics

All three RTBH use cases (infrastructure protection, squatting protection, and content block-
ing) are expected to exhibit di [erknt characteristics in terms of BGP signaling and data tra [c1
Both content blocking and squatting protection are expected to show long-term and stable
RTBH routes without attack tra Cc_1In terms of prefix lengths, however, they should diler
Content blocking is expected to use very specific prefixes, e.g., /32 to filter the addresses of
content hosts. Squatting protection, on the other hand, is expected to predominantly cover
< /24 prefixes. RTBH usage for infrastructure protection is expected to show very specific
prefixes, similar to content block, but should exhibit DDoS attack tra [c_during or shortly
before the RTBH. We summarize our observations in Table 4.1. It is worth noting that the
classification is not strictly exclusive but indicates common tendencies.
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4.3 Data Corpus

This analysis is based on data from a large European IXP that o [erk remotely triggered black-
holing as a service to its members. Our data sets contain three months of passive control as
well as data plane measurements. Since more than 95% of the tra CLc_dnd more than 98% of
RTBH events at this IXP are from IPv4, we focus this work on 1Pv4, only.

We now present our data sets in more detail including the dilerent data sources, potential
challenges when aligning diLerent sources, and a brief overview about blackholing activity at
our vantage point.

4.3.1 Control and Data Plane Data Sources

We measure data on the control plane (i.e., BGP) to identify remotely triggered blackholing.
For a better understanding of the RTBH impact on the blackholed IP prefixes, we capture traces
on the data plane (i.e., IPFIX). All measurements are consistently taken from September 26,
2018 until January 11, 2019. We had to exclude few hours and December 6 due to infrastructure
maintenance.

Control Plane. An AS initiates (or terminates) RTBH at the IXP by sending BGP update
messages with a specific BGP community [212] to the public IXP route server, which distributes
this information further to either all of its peers or to a subset. We collect these messages and
gain the following information: (i) when the blackholing should start and stop, (ii) which AS
triggered RTBH, (iii) which ASes should send data to the blackhole, and (iv) the origin AS of
the RTBH prefix. The time resolution of the collected, RTBH-related BGP messages relies on
the NTP protocol for synchronization and, therefore, is expected to be accurate at a level of
10ms [19].

Note that RTBHSs established in bilateral (private) peering is out of scope of this work.

Data Plane. We collect IPFIX packet samples (1 out of 10,000 packets) of incoming tra Cc_1
from peers at all member-facing ports of all network devices at the edge of the IXP switching
fabric. On average, we sample 70,000 packets-per-seconds. From the collected packets, we
extract the packet sizes, source and destination MAC addresses, destination IP addresses, source
and destination transport ports. Based on this data, we can attribute 590 million packets as
originated from or addressed to any of the blackholed IP prefixes. To identify the ASes that
exchange the packets at the 1XP, we map source and destination MAC addresses of the sampled
packets to the router interface addresses of the ASes connected to the IXP switching fabric.
This collection includes 47,000 IPFIX flows received from internal system of the IXP as a source
or destination device, i.e., 0.01% of the total number of flows. The internal tra [ci$ removed
from the data set before further processing. Thereby, we have full, 1 in 10000 sampled visibility
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Figure 4.2: Maximum likelyhood estimate for time ol[Set between control and data plane
sources.

of all member tra Cc_cbming into the IXP switching fabric. This data set is used for analyzing
both forwarded tra [c_and dropped, blackholed tra Cc_1

Identifying Dropped Tra Lc_1rhe dropping of blackholed tra Cc_ak this IXP is implemented
with the help of a unique (blackhole) MAC address that does not forward data. By announcing
a special next hop via BGP, which in turn maps to this MAC address, we redirect packets to
the blackhole. Consequently, the data is dropped, and we can mark any sampled packet with
destination to the blackhole MAC as dropped tra Cc1

Using the sampled data of dropped packets in correlation with our control plane measure-
ments, we calculate the amount of dropped tra [ciFiggered via the route server. We find that
on average, 95% of the dropped bytes are controlled by RTBH signaled via the route server
and therefore represent the majority of the observed tra Lc_IThe remaining 5% belong to tra [c1
that was dropped because of other RTBH sources.

Accuracy of Timestamps. All measurement devices synchronize their system time using
NTP in the local subnet, which allow for a time series analysis between both data sets. Devia-
tions, however, are still possible and need careful verification. To quantify errors, we measure
which share of the sampled packets was dropped because of blackhole announcements visible in
the recorded BGP data and which share was not dropped. Based on the timestamps from the
control and data plane, we apply a maximum likelihood approach to estimate the time o [sek
between both data sets.

During the measurement period, = 50 M packets addressed to RTBHs were dropped by the
blackholing service. The o[selt between the control and the data plane is depicted in Figure 4.2.
The maximum overlap is 99.36% for an o[Sek of —0.04 s, showing that both data sources are
su [ciehtly consistent in time.

Note that control plane data is needed for the subsequent analysis as we are also interested
in events where BGP announcements signal RTBH but the receiving ASes still forwards data
(i.e., does not select the announced RTBH prefix as best route).
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Figure 4.3: Number of active parallel RTBH over time.

4.3.2 RTBH Load

Figure 4.3 provides an overview on the load of the RTBH signaling. During the measurement
period, 830 member ASes have been connected on average to the IXP peering platform. 78 of
these peers announced 1,107 RTBHs for 170 origin ASes at any given minute in the observation
period. At most 1,400 RTBH prefixes were active during the same minute, which is less than
two prefixes per connected peer. The number of RTBH-related BGP messages stays below
500 messages with a few spikes of up to 600 and one spike up to 793 messages per minute or
less than 14 messages per second.

These numbers illustrate nicely that RTBH adds negligible overhead on the control plane in
terms of memory and processing. This resource e Lciehcy might explain the popularity of using
RTBH to protect the Internet infrastructure.

4.4 Acceptance of RTBH Features

The e Lcady of RTBH-based filtering relies on both receiving related BGP announcements from
the route server and accepting the received routes as best paths. In this section, we answer the
two questions: Do network operators try to reduce the negative impact of RTBH? Do network
operators accept RTBH announcements to filter tra Lc?1

4.4.1 Using Targeted Blackhole Routes

The RTBH service at our vantage point allows network operators to instruct the route server to
selectively announce RTBHSs to specific ASes on the peering platform, which reduces collateral
damage. Using BGP communities, the victim AS can select to which peers its RTBH announce-
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Figure 4.4: Percentage of all announced blackholes at a given time that are filtered and are not
visible to 100/99/50 percentiles of peers on the peering platform. 99% and 50%
quantiles overlap such that only the 50% quantiles are visible in large parts of the
figure.

ment will be forwarded by the route server. Thereby, unfiltered communication continues with
unaledted neighbors.

It should be preferential for an operator to aledt only the ASes transporting malicious tra [c_1
by RTBH. We investigate this hypothesis by analyzing the BGP communities which are collected
in our control plane data set. Thereby, we are able to obtain the specific view of every BGP peer
on the set of blackholed prefixes at every point in time throughout the measurement period.

Figure 4.4 shows the percentage of all announced blackholes at a given point in time that
are filtered to not be visible at all peers. The quantiles indicate which part of the announced
blackholes are filtered and, therefore, not visible to all (100%), 99%, and the median (50%) of
the connected peers. Significant deviations of parallel RTBHSs are visible during some weeks at
the beginning of October 2018. At this time, the median of the peers saw up to 6.2% fewer
RTBHs than the route server and a single peer even 10.8% fewer. After mid October, however,
the median and 99% percentiles of the peers dropped down to at most 0.2% fewer RTBHs
compared to the full visibility at the route server. The peer with the fewest received RTBHSs
saw only a minus of up to 4.9% parallel RTBHs. Based on these findings we conclude that
selective filtering and announcements are the exception and commonly not used to reduce the
collateral damage for targets of DDoS attacks.

4.4.2 Accepting Blackhole Routes

Any BGP peer that does not accept a blackhole route from the route server will continue to
forward the tra [cthat was intended to be filtered. Acceptance of this route is beyond the
control of the triggering AS, but subject to local BGP policies of the receiving peer. Using the
RTBH visibility information derived in Subsection 4.4.1, we calculate the fraction of data that
a router transmits even though it received a blackhole announcement.
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Figure 4.6: Distribution of dropped RTBH tra Lc shares for selected prefix lengths.

Figure 4.5 depicts the amount of tra Cc_dropped for all active blackhole prefixes relative to
the overall amount of tra [c_fbr those prefixes during the blackhole distinguished by prefix
length. The opacities of the colors visualize the RTBH tra Lc_ghare of the respective prefix
lengths compared to the overall blackhole tra Cc_TFor example, 99.9% (highest opacity) of the
overall RTBH tra [cWas sent to /32 prefixes and < 0.01% (lowest opacity) of the tra [c b
/25 or /26 prefixes. The dashed lines show the average drop rates of RTBH announcements
considering all RTBH prefix lengths.

It is clearly visible that the vast majority of tra CcTor blackholing corresponds to /32 prefixes.
To our surprise, however, only 50% of the packets (or 44% of bytes) are filtered, i.e., more than
half of the tra Lc_cbntinues flowing to the victims. In contrast, blackhole routes to less specific
prefixes (/22, /23, and /24) are accepted as best paths in 93% — 99% of the cases. Those prefix
lengths are common in BGP announcements in general [274]. Considering that more specific
prefixes (/25 - /31) exhibit a behavior similar to /732 in terms of the dropped rate, we assume
incorrectly configured BGP policies because accepting (RTBH) prefixes longer than /724 bits
requires to change the common BGP configuration and to whitelist such announcements.
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Figure 4.7: Reaction of top 100 source ASes by tra [c_share to /32 RTBHs.

To better understand the varying acceptance for dilerknt prefix lengths, we investigate the
behavior of /24 and /32 prefixes in more detail. Figure 4.6 shows the CDF of the observed
drop rate for these two prefix lengths. The drop rate of /724 RTBH prefixes varies between 82%
and 100% with a median of 97%, making /24 blackholes a fairly predictable configuration to
successfully mitigate unwanted tra €1

For /32 prefixes, the blackhole tra Cc_drop share ranges between almost zero and 100%, with
30% for the first quartile, 53% for the median, and 88% for the third quartile. This wide
distribution results in a high uncertainty regarding the expected e [edtiveness when announcing
an /32 RTBH. In the median case, the unwanted tra CcWill be reduced to at least half, but
in some cases an RTBH announcement will cause no data reduction at all. Triggering RTBH
for single hosts (/32 prefixes) is often very appropriate, but may lead to a rather unpredictable
reaction in reducing unwanted tra Cc.1

To characterize the AS peers further that ignore /32 announcements and cause low drop
rates, we investigate the top 100 source ASes that contribute most of the tra CLcolume to /32
blackholes. Figure 4.7 shows the relative amount of dropped and forwarded tra [c_Hly these
ASes that all together account for over 85% of the total tra CLc b RTBHs, many of which are
heavy hitters in RTBH scenarios. Only 32 of these ASes drop more than 99% of the tra Lc1b
RTBHs. 55 of the top source ASes forward only less than 1% of the tra Lc1b the blackhole
route. Interestingly, 13 ASes exhibit an inconsistent behavior as they send significant parts of
the tra [c b the blackhole route and forward other parts of the tra [CIb the victim AS.

For a deeper dive, Figure 4.8 groups the top 100 ASes by their AS types and scopes based
on PeeringDB data. Most ASes that do not (or partially) accept blackhole routes are network
service providers (NSPs), which comes as a surprise. We expected these companies to be well-
prepared for complex BGP configuration tasks. One reason for the contrary may be that global
NSPs deploy alternate measures of DDoS mitigation, outside the public peering ecosystem.
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Figure 4.8. The PeeringDB organization types of the top 100 source ASes by tra [c_share sent
to /32 RTBHs.

4.5 Evidence of DDoS Attacks

The default use case of RTBH is considered DDoS protection. In this section, we explore this
common assumption by correlating events at the data and control plane. This analysis requires
a careful modeling of common DDoS and mitigation patterns to di [erkntiate the signals at the
control and the data plane.

4.5.1 Preparatory Steps

Blackholes for infrastructure protection are announced and withdrawn repeatedly to check
whether the attack event is still ongoing (see Figure 4.9). Theoretically, RTBHs block all
tra [c_dnd hence also indicators about the attack status. In practice, as we have shown in the
Section 4.4, some tra Lc_skill arrives. However, due to the high variance in actual drop rates,
this remaining tra [ci$ a highly unreliable source of status information. That is why we still
see frequent re-announcement patterns.

We use this on-o Cpattern to identify RTBH announcements that target at the same attack
event and merge them into a single RTBH event. Each RTBH event reflects the mitigation
process after the attack was detected. Small gaps between multiple RTBH announcements
that belong to the same attack event are likely to show attack tra [c_ds well. To prevent the
misclassification of tra [ Wve include tra Ccduring these gaps into RTBH events. The challenge
is to find an appropriate time threshold A between consecutive RTBH announcements, which
distinguishes RTBH announcements that belong to the same or another RTBH event.

For each blackhole update bh; of a single RTBH event, the following applies with respect to
the observed timing between BGP withdrawals and announcements:

| bhj [withdraw] — bhj1[announce] | < A

97



Chapter 4 Operational Practices of BGP Blackholing

7UDIARO®XPH

'DWD 30D
,3) .

I $WWDFN (YHQW I

| 57%+ (YHQW

57%+ 57%+
S—

&RQWURO
%*3

- o LPH

%3 @) $SQQRXQFHEHQWLWKG U

5HDFWLRQ” OD[LPXP 57%+
7LPH "LVWDQFH-

Figure 4.9: Attack and RTBH events: A sequence of re-announced RTBHs.

Now, we need to find an appropriate merge threshold A. For this, we consecutively increase
A and inspect the amount of blackhole events, relatively to the overall number of RTBH
announcements (see Figure 4.10).

The last significant e [edt is visible up to about A = 10 minutes. Furthermore, a 10 minute
A is consistent with the delay found between the detection of DDoS tra [cand the triggering
of a blackhole [65]. Therefore, even if the blackhole originator mistakenly disables a blackhole
while an attack event is still ongoing, a newly triggered blackhole would be part of the correct,
preceding blackholing event. For this A, 400k blackhole announcements are grouped into only
34k RTBH events, which is a reduction to 8.5%. We highlighted the lower bound A = oo (red
dashed line), for which the number of RTBH events equals the number of unique blackholed
prefixes.

Fixing the merge interval to the reasonable threshold of A = 10 minutes, we can now use
the aggregated RTBH events to examine the tra Cc Hefore and during RTBH events.

4.5.2 Visibility of Pre-RTBH Events

Assuming that most RTBH events are triggered by volumetric DDoS attacks, we search for
tra Cc_dnomalies during the 72 hours before the first RTBH announcement. We refer to this
time range as the pre-RTBH event. If a pre-RTBH event contains an anomaly, the corresponding
RTBH event is said to have a preceding anomaly.

First, we identify all pre-RTBH events that include at least one sampled packet and thus
may give additional insights into the tra [c_Hlehavior. We aggregate into five minutes slots.
The results are shown in Figure 4.11. Surprisingly, tra [c_appears for only 18k of the total 34k
pre-RTBH events. This means that 46% of all pre-RTBH events did not exhibit a su [cieht
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Figure 4.11: Number of time slots contributing tra [c_samples within 72 hours before RTBH
started.

amount of packets to be sampled, even though our vantage point is one of the largest IXPs.
For these cases, data plane monitoring cannot explain the root cause of the RTBH events.
13k of pre-RTBH events exhibit data for at most 24 time slots during a total of 2 hours (see
Figure 4.11). This indicates very sparse data. Manual inspection shows that those pre-RTBH
events represent incidents where unusually high tra Ccfdeaks are visible shortly before the first
RTBH announcement. This motivates further investigation, which we continue in the next
section.

4.5.3 Classification of Pre-RTBH Events

We want to automatically describe and classify the tra [c Hehavior for the pre-RTBH events.
For this, we observe five tra Cc_fkatures: (i) number of packets, (ii) number of flows, (iii)
number of unique source IP addresses, (iv) number of unique destination ports, and (v) number
of non-TCP flows.
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Figure 4.12: Level and Time O [sekt of Tra Cc_Anomalies during pre-RTBH events.

As a straightforward indicator, we use Exponentially Weighted Moving Average (EWMA),
a simple sliding window mechanism to detect unusual tra Cc_peaks. For each detection, we
consider a 24 hours window, which shifts every five minutes and spans 288 time slots. The
most recent values have the highest weight, the oldest the smallest weight. We use the same
notation as common data analysis tools [256]. The decay parameter a and the weight w are
calculated as follows:

a = 2/(s+1),with s =288
wi = (1-a)
Then, the weighted moving average is defined as
Vi = Zit=OWi Xi—i
2 oWi

Please note that we require a full window for an anomaly detection. This means that no
anomaly can be found during the first 24 hours. We perform an EWMA anomaly detection
independently for each feature. Values are tagged as anomalous when they exceed the moving
average by 2.5-SD (standard deviation). Then, we count the number of features that have an
anomalous tra Lc_deak for each time slot. We refer to this as the anomaly level.

Figure 4.12 shows the distribution of all anomalies by level and time o[Sekt relatively to
the RTBH event start. There is a clear trend for the time-lag between anomalies and RTBH
events in that most anomalies occur up to ten minutes before the first RTBH announcement.
This short reaction time indicates automatic DDoS mitigation tools. Usually, all five features
show anomalous behavior shortly before the blackhole. We also find multiple cases in which
an anomaly was found only for one of the five features. This emphasizes the importance of a
multi-sided tra [c_analysis to detect individual anomalies.

Based on these results, we now are able to classify pre-RTBH events into three classes: Pre-
RTBH events (i) without sampled tra [, {ii) with sampled tra [c, but no anomaly before the
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Table 4.2: Class Distribution of Pre-RTBH events.

Pre-RTBH Event Class % Events

Data Anomaly < 10 min

8 - 46%
3 8 27%
3 3 27%

RTBH event, and (iii) with sampled tra Lcdnd at least one anomaly before the RTBH event.
The first class has been quantified in the previous section.

We find 9k pre-RTBH events (27%) with an anomaly up to 10 minutes before the initial
RTBH announcement. Also, we find only 11k pre-RTBH events (33%) with an anomaly up to
1 hour before the initial RTBH announcement. This means that only one third of all RTBH
events are triggered by volumetric tra [c_dhanges. This finding deviates significantly from
the original intention of RTBH as a tool of DDoS mitigation. We summarize these results in
Table 4.2.

Relevance of Anomalies.

Our approach allows to identify volumetric DDoS anomalies, whether it is a spoofed or
unspoofed, direct or reflected attack. Despite being able to detect sudden peaks, we are not
able detect long-tailed DDoS attacks such as Slowloris. However, this type of attack does
not produce large tra CcMolumes and is not expected in the context of RTBHs. The median
DDoS attack size in mid 2018 was 1287 Mbps [221]. Dividing by a MTU of 1500 Bytes, this
corresponds up to 100k packets per second on the IXPs switch fabric. Due to the large number
of packets even for median sized attacks, we expect to observe anomalies even though our data
is sampled.

We are well aware of the fact that we miss ground truth data to perform a validation of our
methodology. Note that a correlation with public news about DDoS attacks is not necessarily
helpful due to the possible use of other mitigation tools. For example, during our measurement
period Imperva reported one of the largest attacks ever observed [275] but their mitigation
portfolio contains only scrubbing center redirections and DNS diversions. Nevertheless, we
tried to verify the largest attacks observed. Although many companies are reluctant to publicly
disclose information on attacks and hence admit reachability issues, we were successful in some
cases. E.g, an online shop, which has the fifth largest RTBH event by attack volume, confirms
the attack and time with a public announcement [262]. We saw an active RTBH event (with a
preceding anomaly) for more than 7 hours.

Being a best-e [andt analysis, we were very cautious and performed multiple consistency checks
and manual inspections to ensure the correct detection of tra [c_Spikes. Fortunately, a clear
trend becomes apparent, which justifies a simple detection methodology. Either we do not
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observe any tra Cc_changes at all or very significant bursts. To further substantiate this obser-
vation, we now analyze the relevance of the anomalies compared to the average tra [CHehavior
72 hours before the RTBH event begins. Since most anomalies occur < 5 minutes before an
RTBH event starts, we focus on this last time slot.

For every tra [cfkature, we calculate its relative rise during the last five minutes prior to
the RTBH event, which we refer to as Anomaly Amplification Factor. This factor is depicted in
Figure 4.13. The last time slots often do not contain tra [c,_dither because the whole pre-RTBH
event does not contain any data at all, or only during other time slots. Nevertheless, if packets
were sampled during the last five minutes, a multiple of up to 800 can be observed. In 15% of
the cases this slot shows the maximum value of the entire time range.

These results indicate very strong changes in tra [c_datterns that occur with the anomalous
behavior. It does not require any fine-tuning. Instead, we tested extreme configurations such
as thresholds of 10-SD (instead of 2.5) with very stable results.

4.5.4 Classification of RTBH Events

We now inspect the tra [c_during the RTBH events. Even though we sample packets at an
Internet exchange point of very large data volume, the sampling does not necessarily capture
packets during an RTBH event. To gain insight into this general measurement challenge, we
first classify the events according to tra [cMisible on the data plane. Then, we correlate the
visible tra CLcwith commonly misused services.

Overall, the sampling captured packets for only 29% of all RTBH events, albeit we applied a
high sampling rate of 1 out of 10,000 packets. More than half of the RTBH events that feature
captured data have also a preceding anomaly within 10 minutes. These incidents account for
18% of all RTBH events. Interestingly, one third of the RTBH events with a preceding anomaly
have no tra Cc_during the RTBH event. We explain this by (i) very short-lived DDoS attacks
and (ii) other mitigation points on the Internet that drop the attack tra [cHefore reaching our
vantage point (e.g., scrubbing [65]).

We now analyze the network service misused to generate attack tra CLc_We expect to observe
attack tra Lc_during RTBH events with a preceding anomaly. This is why we identify the
protocol distribution for each RTBH event for which a (preceding) anomaly was detected and
the monitoring system sampled tra CLC_1We find that UDP is the most prevalent transport
protocol in this context: (i) 99.5% UDP, (ii) 0.3% TCP, (iii) 0.1% ICMP, (iv) 0.1% other. This
protocol distribution di Lerk significantly from the normal tra Ccmhix at IXPs [3], [34].

For the dominant UDP tra ¢, ve check whether the RTBH events relate to attacks based
on common UDP amplification protocols. To prevent biased results due to outliers, the RTBH
tra [c_dnalysis is conducted on a per event basis. Note that the analysis relies on transport
ports because the application payload is not available for privacy reasons. We find that the
majority of packets can be assigned to one or two amplification protocols during RTBH activity
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Figure 4.13: Last time slot compared to the mean of the respective pre-RTBH event.

Table 4.3: Dilerent UDP amplification protocols* per RTBH event that shows data and pre-
ceding anomaly.

Dilerknt protocols*[#] 0 1 2 3 4 5

Events [%] 6 40 45 83 0.6 0.1

*Considering the following known amplification protocols/UDP ports:
Q0TD/17, CharGEN/19, DNS/53, TFTP/69, NTP/123, NetBI10S/138
SNMPv2/161, LDAP/389, RIPv1/520, SSDP/1900, Game/3659
Game/3478, SIP/5060, BitTorrent/6881, Memcache/11211
Game/27005, Game/28960, Fragmentation/-.

(cf., Table 4.3). The most common amplifying vectors per event are cLDAP, NTP, and DNS,
all of them significantly misused for amplification attacks [76]. Note, that we investigate on the
filter complexity which is required to blacklist DDoS tra [cdrecisely. That is why we focus on
the protocol mix, not the amount of packets or bytes transferred. The overall trends in terms
of blackholed packets per protocol have been described in related work [34].

4.5.5 Potentials of Fine-Grained Filtering

Since most events show tra Cc_patterns of well-known attacks, we investigate the impact of
fine-grained filtering to prevent collateral damage. For each RTBH event with an anomaly and
available tra [c,We emulate the filtering of UDP amplification packets. Figure 4.14 shows the
relative amount of RTBH events where filtering of a specific ratio of amplification packets is
possible. Fortunately, 90% of the RTBH events could be supported completely by dropping
common UDP amplification tra [c Based on an a priori known port list. Such fine-grained
filtering would prevent collateral damage in a lightweight fashion. The remaining 10% require
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Figure 4.14: Relative amount of dropped packets per event if filtered by known UDP amplifi-
cation traces.
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Figure 4.15: Share of UDP amplification attacks in which ASes participated. Top 10 Handover
and Origin AS are highlighted.

more investigation and are more di Ccult to mitigate. We observe attacks on random ports,
increasing port numbers, and the use of multiple transport layer protocols.

So far, we did not investigate the sources of attack tra [C_oh an event-basis. Since we observe
pre-dominantly UDP reflection attacks, most source-IPs are not spoofed as they are sent from
reflectors to victims. This allows us to determine the origin AS of the attack tra [cl.e., the
AS hosting the amplifier. Moreover, we are able to determine the handover AS, i.e., the ingress
AS at the IXP switch fabric. As this mapping is based on the MAC-address, it is also not
susceptible to spoofing.

Figure 4.15 shows the CDF for the share of UDP amplification attacks in which the handover
and origin ASes have participated. Overall, we have observed 501 handover AS (55% of all IXP
members) and 11124 origin AS (17% of all advertised AS) participating in attacks events. The
majority of handover AS do not participate in more than 10% of events and most origin AS
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do not participate in more than 3% of events. However, we also find very frequent AS. We
highlighted the 10 last discrete steps in the CDF, which mark the top 10 AS in each category.
The same AS is the top-ranked origin AS (60% of events) and handover AS (62% of events).
Although participating in so many events, this origin AS is only responsible for 6% of the total
attack tra [c_10n average, we observe 1086 amplifiers during an attack and tra [cfrom 30
handover AS or 73 origin AS. Our results indicate a highly distributed usage of amplifiers,
which makes fine-grained blacklisting based on the attack source very di [cult.

4.6 Investigating Collateral Damage of RTBH

We have analyzed the blackholed tra [cWithout inspecting the legitimate tra CC_MWe will now
try to identify legitimate tra CC Based on reoccurring tra [c_patterns outside of the RTBH
events. Such information could be used to implement whitelists during an attack, and to
approximate the collateral damage during RTBH events.

4.6.1 Port Distribution per Host

Since we observed tra [Lc_dnomalies before RTBH events (see Subsection 4.5.3), we prepend a
10 minutes reaction time to each of these RTBH activities. Tra [c_during this reaction time is
not classified as legitimate. We select hosts (identified by an IP address) with incoming and
outgoing tra [c_dn at least 20 dilerkent days, which is a conservative lower bound of samples
to identify legitimate tra Lc_Dnly 30% of blackholed IP addresses meet this criteria. To verify
our assumption that servers are a common DDoS victim and hence tend to be blackholed, we
first need to distinguish server hosts from client hosts. Therefore, we inspect four features:

1. # of unique source ports in incoming tra [c_1
2. # of unique source ports in outgoing tra Lc_1
3. # of unique destination ports in incoming tra Cc 1
4. # of unique destination ports in outgoing tra Lc_1

We expect the following behavior based on a common client-server scenario. A server should
receive tra [c_dn few dedicated listening ports. In contrast, clients use random source ports to
initiate communication. The server will thus receive tra Lc fiom many di Lerknt ports and reply
to these many ports from its stable ports.

We use a RadViz projection [55] to visualize our results, see Figure 4.16. RadViz visualizes
multi-variate data by projecting an N-dimensional data set into a 2D space. Features are
represented by anchor points equally spaced around the perimeter of a unit circle. Each data
point is attached to all anchors by a spring, the sti [ndss of which is proportional to the numerical
value of that feature. The values are normalized by the maximum number of values each feature
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Figure 4.16: Port Distribution of IP addresses outside of pre-RTBH events.

can attain. Data points are closer to the anchors for which they have higher values than for
the others.

In our case, each data point represents a host, the features represent the ports, and the
normalization factor is derived by the maximum port number (i.e., 1/65535). Client hosts will
be pulled by an anchor that represents high diversity in the number of unique destination ports
in incoming tra Cc_(br high diversity in the number of source ports in outgoing tra Lc).10On the
other side, server hosts that send tra Lc_ib clients will be pulled by an anchor that represents
high diversity for source ports in incoming tra Cc_(or high diversity for destination ports in
outgoing tra )1

We observe more IP addresses that show tra Cc_datterns of clients (see Figure 4.16). To our
surprise these nodes are protected by RTBH.

4.6.2 Detecting Stable Tra Lc Ratterns

To get a better understanding of the previous observation, we refine our results by inspecting
the incoming tra [cC_ih more detail. This analysis is particularly challenging as client tra [ci$
highly variable, which makes the detection of normal tra [c_datterns di Cculkt.

For each destination IP address, we determine the number of days with incoming tra Cc_1
and for each day the most utilized destination port, which we call top port. Note that we
di [erkentiate between protocols, so each port is identified by a protocol-port-tuple, e.g., (TCP,
80). Based on this, we compute the port variation, which is the ratio between the number
of top ports and days with tra CLc_1Consequently, a port variation of 1 means that we have
observed a di[erent top port on each day. A port variation close to 0 indicates very stable top
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Figure 4.17: Top port variation and classification of IP addresses for tra [c_dutside of RTBH
events.

Table 4.4: ASN types for detected server and client IP addresses based on Peering DB.

Type Clients Server
# Hosts 4057 1036
Content 2% 34%
Cable/DSL/ISP 60% 14%
NSP 14% 13%
Enterprise 1% 1%
Unknown 23% 38%

ports, which resembles the behavior of frequently used servers with well-known applications.
We show our results in Figure 4.17. We use the port variation to classify hosts as clients or
servers. Again, we require at least 20 days of captured packets. We find over 4,000 clients and
1,000 stable servers.

To gain confidence in our results, we map each client and server IP address to its origin AS.
Then, we retrieve the AS type from Peering DB [257], see Table 4.4. The most common AS
type for clients is “Cable/DSL/ISP” (60%), for servers it is “Content” (34%). This means we
found over 2,000 hosts with tra Cc_gdatterns resembling clients that are actually located in ISP
networks and have been targeted by DDoS attacks. DDoS attacks on clients have been reported
before [30], [280], [146]. These attacks occur mainly due to disputes in online gaming and to
manipulate e-sport matches [280]. Nevertheless, we are surprised how pronounced this shows
up in our data set, in particular in comparison to the identified number of traditional servers.
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4.6.3 Towards Quantifying Collateral Damage

The identification of servers with stable top ports enables us to present a preliminary assessment
of the collateral damage' during RTBH events. Note, that clients have a di [erent top port for
almost every day of activity. This makes a description of legitimate tra Ccphatterns very di Cculit.
In contrast, the detected servers have only a small list of frequently addressed top ports, which
indicates legitimate tra [Cc_fatterns.

For each detected server, we quantify the number of sampled packets sent to the identified top
ports during RTBH events. Overall, we find 300 RTBH events with tra [c_ihcluding collateral
damage for our 1000 detected servers. The (unnormalized) CDF for the number of packets
to top ports is shown in Figure 4.18. We dilerkntiate between all packets sent to top ports
during an active RTBH event, i.e., packets that should have been dropped, and those that
were actually dropped. We deliberately decided not to quantify collateral damage as a relative
tra Ccshare. Expressing collateral damage in percent yields very small shares which only point
towards large attack volumes, which are expected during DDoS events. Hence, in order to
guantify the collateral damage, we show the absolute values. We observe a collateral damage
of up to 10° packets. Note that we cannot di[erkentiate between collateral damage and attack
tra Cc_Snt to top ports, i.e., application specific attacks. Thus this graph shows the upper
limit, worst-case, of collateral damage for the detected servers.

1Please note that we define packets that were dropped (or should have been dropped) due to a RTBH an-
nouncement but represented legitimate tra Ccds collateral damage. This is why inferring legitimate tra [c1
patterns is a prerequisite for this analysis. Moreover, this is only possible for server deployments since only
these exhibit reoccurring, stable tra Cc_fgatterns during normal operation, i.e., peace times.
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Understanding the Challenges of Future Work

Based on our analysis, we identify the following challenges for the assessment of collateral
damage. First, we detected servers and clients as victims of DDoS. Since clients have variable
usage patterns and might also receive dynamic IP addresses from IP address pools, finding
stable patterns for these cases is very di Lculkt.

Second, we see two sources of bias in our tra [cdaptures. (i) Incoming tra [ci$ biased by
scans. End-hosts might receive tra Lc_dn ports although no application is listening on that
ports. (ii) Outgoing tra [ci¥ biased by spoofing. Spoofed packets suggest tra Lc_ffom ports,
which the end-host actually never used.

Third, in most cases we have very sparse data outside of RTBH events. This impedes results
that are statistically significant. Packet sampling does not only reduce the number of packets
visible, but also the level of information. We only see header-data up to the transport layer
without the possibility to interpret application payload for a finer service-detection.

Fourth, attack tra [cid also present outside of RTBH. We deal with this challenge by inferring
RTBH events. However, not all DDoS attack have to trigger a DDoS mitigation. It remains
open, whether the RTBH information we collect from the route-server is su Lcieht for a reliable
tra [cdassification.

Last, the patterns of legitimate tra [c_rhight change during a DDoS attack. For example,
legitimate clients will send more Syn-requests to a server which is not responding due to being
overloaded. This behavior has been also observed for stateless protocols such as DNS over UDP
and was termed friendly-fire [105].

4.7 Discussion of Findings and Operational Practices

In this chapter, we have investigated di [erknt perspectives on RTBH from the scientific point
of view. The actual usage patterns of RTBH, however, are strongly influenced by practical
considerations of network operators. Therefore, we discuss how the findings in this chapter can
give insights from a practical point of view.

4.7.1 RTBH Acceptance

Most BGP routers available on the market today support RTBH with small configuration
adjustments. The default BGP configuration of virtually all devices, however, does not accept
prefixes longer than /24, yet—including blackhole announcements.

Specific configuration settings are required to accept longer prefixes for blackholes only. Our
investigation into the RTBH acceptance rates by prefix length show that RTBHs with prefix
lengths between /24 and /32 exhibit especially low dropped packet shares. The most likely
reason for that is that some operators specifically enable whitelisting of /32 prefixes in their
routers, but not the prefix lengths between /25 and /31.
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More importantly, our investigations also showed that the number of operators that do not
accept /32 blackhole routes is alarming. Surprisingly, this does not only a[edt small and mid-
sized network operators, but some of the largest network operators connected to the IXP. Only
32% of the 100 top tra [c sburce ASes accept host-specific blackhole routes, which are typically
used to mitigate DDoS.

The deployment and usage of these incomplete RTBH configurations do not only lead to
unpredictable protection against unwanted tra [c, hut may also shed light on the e [ants required
to enable RTBH. While low margins and high market pressure explain why many small- and
mid-sized operators choose not to invest in these configuration adjustments, the reasons why
global network service providers remain unclear. One reason might be that large network service
providers use alternative mitigation approaches outside of the IXP ecosystem to handle DDoS
attacks.

In any case, missing incentives are likely to play a role in the low acceptance of blackholing
routes. The ASes that could gain the most from RTBH are under severe market and cost
pressure and often lack the necessary skills to implement blackholing correctly. This can be
addressed by additional free advanced training of the IXP community. The ASes that do not
see the need to use blackholing, either because they can handle the load inside of their network
or because they rely on third-party DDoS protection services, are less willing to invest into
infrastructure modification that help other ASes only.

4.7.2 RTBH Collateral Damage Prevention

RTBH is generally a coarse-granular tra Lc_flltering tool. Unfortunately, even the currently
available options to reduce the collateral damage triggered by blackholing are not used. Tar-
geted announcements could be used to specifically drop tra [cftom neighboring ASes that send
attack tra [Lc_JAs we showed, however, the usage of this feature is minimal in the investigated
data. Therefore, we conclude that this feature is virtually ignored.

Furthermore, RTBHSs could be announced and withdrawn in a timely manner to filter only
attack tra Lc_JA significant part of the blackholes, yet, stay active for a very long time (compare
the relative RTBH event duration in Figure 4.19). For those announcements, we found almost
no indication that they relate to the alternative explanation, prefix squatting. We therefore
suspect that many of these blackholes were once manually triggered to prevent a DDoS attack
and then have been forgotten.

We therefore conclude that preventing collateral damage caused by RTBH-based DDoS mit-
igation is not a high priority for users of blackholing today. Rather, RTBH is a simple-to-use
tool to prevent DDoS attacks that are threatening the network of an operator. Ensuring appro-
priate reachability of the victims of the DDoS seems to play a minor role in these considerations.
The results of these investigations are rather disillusioning, as we have showed that fine-grained
blacklisting of attack tra CcBased on (transport layer) ports is very e [edtive. In turn, detection
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Figure 4.19: Classification of RTBH events according to diLerent use cases.

of legitimate tra [c datterns and whitelisting of such patterns during an attack is not possible
due to highly variable client tra [c_1

4.7.3 RTBH Event Classification

We provide an overview of RTBH event classes in Figure 4.19. Note that we use the classes
introduced in Table 4.1. In our data set, the major part of RTBH events with DDoS-like
anomalies are highly likely to be infrastructure protection RTBHs and represent = 27% of the
total events. The potential use of RTBH for prefix squatting protection was found for four
ASes and 21 prefixes. The Other RTBH events cannot confidently be classified into either
use case. We find that for a significant part of these /32 other events, or 13% of the total
events, fewer than 10 packets are visible in our data set. Given that some of these prefixes
were active through a complete measurement interval, we have to consider that at least a part
of these prefixes are not kept intentionally active. Rather, we consider them RTBH Zombies,
which were once manually triggered but now forgotten. These prefixes pose a risk for their
owners, since they are likely to create operational issues for their potential users. For example,
connectivity issues of these addresses may be very di [cullt to debug, since on average, they are
only reachable for 50% of the tra Ccat the IXP.
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Finally, 60% of the RTBH events do not match clearly with any common, well-known use-case.
These events show constant tra [c_patterns with no anomalous changes. From the classification
perspective, this result is not satisfactory and clearly shows the need for further research to
completely understand how and why RTBH is used today.

Our results indicate that either not publicly understood use-cases of RTBH exist or that
the IXP is not a self-su [Cieht vantage point. World-wide AS might announce RTBHs at all
point-of-presence although only a small, local DDoS attack takes place. Overall, we do not
think that the presented results are an artifact of our methodology. Related work shows similar
trends with less then 30% RTBHs being related with DDoS attacks: Jonker et al. [211], [65]
uses a distributed approach to link RTBHs with DDoS attacks. They are utilizing data from
an Internet telescope, amplification honeypots and public BGP route collectors which allow,
as opposed to our central vantage point, a very broad view. The authors hypothesize about
missed attacks, as direct and unspoofed attacks are not detectable by them. Although being
able to observe these additional attack types, we arrive at the same results.

4.8 Conclusions and Outlook

In this chapter, we took the first deep dive into the use patterns of remotely triggered blackholing
(or BGP blackholing) at a large European Internet Exchange Point. We comprehensively
analyzed a data set of control plane correlated with data plane measurements that spanned
three months. We did not only consider the behavior of autonomous systems that trigger
blackholing but also analyzed networks that received blackhole routes. To our surprise we found
several disturbing operational practices which—if improved—could increase the reachability on
the Internet infrastructure.

Our further analysis revealed intrinsic measurement challenges for answering important ques-
tions about the collateral damage introduced by RTBH. Full packet captures are not available
because of privacy and performance reasons, in particular at highly popular IXPs. There-
fore, our community relies on packet samples. We found that only a relatively small subset of
the captured samples can be used to clearly identify the tra [cthix before and during DDoS
mitigation, and thus to quantify the collateral damage.

In future work, we will extend our methods to cover a larger portion of RTBH-protected
DDoS events when quantifying the collateral damage. We also hope that our results illustrate
the potentials of RTBH services to the operator community, which may lead to improved
Internet infrastructure security in the mid- to long-term.

4.9 Ethical Considerations

The control plane information on remotely triggered blackholes is publicly available at multiple
vantage points on the Internet and does not contain potentially privacy-a[edting information.
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4.9 Ethical Considerations

The sampled flow data contains data from the network layer and the transport layer. This
data potentially contains information that could be correlated or connected to individuals and
therefore bears a potential privacy risk. Therefore, the collection and handling of flow data is
conducted strictly in accordance to the privacy laws applicable to the collecting organization.
The handling of potentially privacy-relevant data is strictly confined to dedicated computer
systems that are isolated from the Internet. This data never leaves the premises and control
of the collecting organization. Privacy-relevant data is aggregated and anonymized as early as
possible in the analysis process. None of the results discussed in this work can be traced to
individual IP addresses or other, privacy-related information.
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Chapter 5

Quantifying QUIC Reconnaissance Scans
and DoS Flooding Events

Abstract

In this chapter, we present first measurements of Internet background radiation originating
from the emerging transport protocol QUIC. Our analysis is based on the UCSD network
telescope, correlated with active measurements. We find that research projects dominate the
QUIC scanning ecosystem but also discover tra Lc_from non-benign sources. We argue that
although QUIC has been carefully designed to restrict reflective amplification attacks, the
QUIC handshake is prone to resource exhaustion attacks, similar to TCP SYN floods. We
confirm this conjecture by showing how this attack vector is already exploited in multi-vector
attacks: On average, the Internet is exposed to four QUIC floods per hour and half of these
attacks occur concurrently with other common attack types such as TCP/ICMP floods.

5.1 Introduction

QUIC is a secure transport protocol originally developed by Google and tested in Chrome
browsers since 2013 [83]. It has been recently standardized by the IETF as RFC 9000 [203] and
at the same time enjoys rapidly growing deployment by major Web operators and browsers.
In 2017, Google estimated that QUIC accounted for 7% of Internet tra [c#3] and, by the end
of 2020, Facebook announced that 75% of its Internet tra Lci$ QUIC [186]. Despite its recent
standardization, QUIC has already many implementations [121] and concurrently supported
QUIC versions [135]. In 2021, scans of the complete IPv4 address space detected around 2
million QUIC servers [135].

Key design objectives in QUIC were privacy and security. QUIC was built to reduce the attack
surface on the transport layer, which includes attacks such as reflective amplifications [266] and
resource exhaustions. Security considerations in the QUIC RFC [203] span 18 pages and discuss
properties against active and passive attackers.

In this chapter, we report about early observations that indicate regularly ongoing attacks
based on QUIC. We argue that the strong security model in QUIC does not preclude misuse
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and measure clear signals of DDoS attacks in Internet background radiation. We confirm these

results by correlating our observations with several complementary data sources. Our findings

indicate that QUIC servers are indeed prone to resource exhaustion attacks and these flaws are

currently exploited in multi-vector attacks. We believe that it will be crucial to monitor such

attack attempts early in the QUIC deployment phase before they enfold their full potential.
The main contributions of this chapter summarize as follows:

1. We present the first study on QUIC Internet background radiation as seen by a large
network telescope.

2. We show a significant bias by research scanners but also detect scanning activity from
non-benign sources.

3. Surprisingly, we find high-volume backscatter events suggesting that QUIC is used in
multi-vector resource exhaustion attacks, targeting well-known companies.

4. We benchmark a popular web server implementation to test its DoS resiliency and validate
our observations.

5. We show the e [cady of QUIC’s built in defense mechanism with RETRY messages, which
remains unused in the wild based on our measurements.

In the remainder of this chapter, we present background and related work in Section 5.2. We
outline the QUIC attack scenarios that we base on in Section 5.3, and introduce our measuement
method and data sources in Section 5.4. We analyse QUIC scanning and backscatter events in
Section 5.5. Finally, we discuss our findings in Section 5.8.

5.2 Background and Related Work

One of the major design goals in QUIC is the decrease of latencies for client-server applications
by reducing round-trip times (RTTs) due to multiple, independent handshakes [29]. To this
end, sequential handshakes from TCP, TLS, and HTTP have been merged into a single, com-
prehensive handshake process. Furthermore, to overcome delay because of TCP head-of-line
blocking, QUIC is based on UDP [83].

QUIC handshakes. QUIC utilizes various handshake procedures to set up and resume
connections. In the best case, when cached information of a prior connection is available to
the client, encrypted application data can be sent immediately leading to a 0-RTT handshake.
In the worst case, the handshake requires 3 RTTs [135]: If the client o [erk unsupported QUIC
versions, the server first enforces a version negotiation and then proceeds with a typical [46]
handshake.

A typical handshake is depicted in Figure 5.1. First, the client sends an Initial message
including a TLS Client Hello, which is answered with an Initial message including a TLS
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Figure 5.1: QUIC clients receive data with the second round-trip (RT). At the first RT, servers
respond to unverified client IP addresses, which can be misused.

Server Hello. This message is immediately followed by a handshake message containing the
rest of the TLS server information (e.g., certificates). The setup is complete with a Handshake
message from the client and is usually accompanied by a data request. Since the client is
allowed to send data requests after the first round-trip, this handshake is described as a 1-
RTT handshake. During the handshake, the server and client agree on a (i) source connection
identifier (SCID) and a (ii) destination connection identifier (DCID), respectively, which can
be used to identify the QUIC connection independently of the traditionally used connection
5-tuple.

RETRY to mitigate resource exhaustion. QUIC tra [c_ib almost entirely encrypted with
TLS 1.3 to prevent the ossification that middleboxes cause on protocols like TCP [58]. During
the first RTT, a server responds to an unverified client IP address. This means that the server
performs cryptographic operations for a potentially spoofed client. QUIC supports RETRY
messages [203] to limit the attack surface of resource exhaustion attacks. RETRYs precede a
typical QUIC handshake and force the client to respond with a unique token, which proves
its authenticity. This mitigation, however, adds a complete RTT, which conflicts with QUIC
original design goals. Recent QUIC server implementations such as NGINX or Picoquic support
RETRY [200] but based on the backscatter we observe RETRY seems rarely deployed.

Related work. Prior work focusses on three aspects. First, the performance benefits of QUIC,
especiially in low bandwidth, high latency, and high loss [17], [21], [28], [67] or multi-hop [27]
scenarios. Second, the adoption of QUIC [94], [135], [144], [149]. Third, protocol security.
Previous results [91] suggest that QUIC’s security weaknesses, such as insu [cieht forward
secrecy or susceptibility to replay attacks, are introduced by the mechanisms used to reduce
latency. To the best of our knowledge, this is the first work that analyzes QUIC background
radiation and reveals QUIC DoS tra Lc, khowing that we still face a trade-o [Hdetween small
latencies and robust security guarantees in the wild.
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5.3 QUIC Attack Scenarios

In this section, we briefly discuss those attacks that are most relevant in the context of this
chapter. An attacker has two common options [99] to exploit weaknesses in QUIC [176], [252].
First, an attacker could initiate state-overflow attacks to harm QUIC servers. Second, an
attacker could trigger reflective amplification attacks to harm the network.

State-overflow attacks. To launch a state-overflow attack, an attacker would act as a QUIC
client and induce connection states at a QUIC server, by initiating full handshakes. Any QUIC
server answers to the connecting client with a unique Source Connection ID (SCIDs) and its
TLS certificate. This part introduces cryptographic load on the server and forces the allocation
of resources to maintain states. It is noteworthy that during the first round-trip (RT) of the
full handshake the client is still unverified, which limits protection mechanisms in QUIC. To
artificially increase the number of states, an attacker would randomly spoof the source IP
addresses, source ports, or SCIDs. Floods benefit from spoofed IP addresses in particular as
the backtracking of spoofed tra [c1i3 challenging [184], [45], [85], [108].

This attack is very similar to TCP SYN floods [183], which exploit the fact that the net-
work stack needs to maintain all currently active connections. Spoofed connections fill up the
connection queues at the victim and cause the rejection of legitimate TCP requests.

A large content network has started to mitigate QUIC floods [176] but the extent of this
attack in the wild has not been studied yet.

Reflective amplification attacks. Since QUIC is based on UDP an attacker could easily
launch a reflective amplification attack. An attacker would send an Initial packet including
a spoofed source IP address to a QUIC server. The server then replies with an Initial QUIC
message and a TLS handshake. The TLS handshake is larger compared to the client’s request,
since it includes the server certificates. As long as the client is unverified (i.e., the client did not
yet sent messages that include information supplied by the server, see the QUIC RFC [203])
QUIC servers are only allowed to triple the bytes of a request in their response, though.

To increase the absolute number of bytes sent to the (spoofed) victim, an attacker would
add padding bytes to the Initial message. Such strategy would not be suspicious. Sending
large initial handshake packets is suggested in order to allow the server to accommodate full
certificates in a single message and thus reducing delays [255].

Why amplification attacks are unlikely. QUIC has been designed based on experiences
with amplification attacks. Thus, it limits the size of replies to unverified clients to a factor of
3x. The major reason why QUIC is unlikely to be used for amplification attacks is the wide
presence of other protocols that support much higher amplification factors (e.g., NTP 500x
and DNS 60x [133]). Given TLS certificate compression [192], only 1%-9% of the server replies
do not fit in a single message, depending on the initial client message size [255]. Further-
more, attackers tend to reuse their existing attack infrastructure and adapt very slowly to new
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protocols to conduct reflective amplification attacks [70]. As QUIC amplification attacks are
currently unlikely, we focus on state-overflow attacks.

5.4 Measurement Method and Setup

We analyze QUIC background radiation, and in particular backscatter tra Lc,1.e., responses
to spoofed packets.

5.4.1 Method

Our vantage point is a network telescope, since network telescopes passively collect unsolicited
tra CCRnown as Internet background radiation (IBR). IBR consists of tra [C_resulting from
research and malicious scans [103], [128], misconfigurations and bugs but also from responses
sent by the victims of randomly spoofed, state-building attacks. Network telescopes have been
used reliably to quantify DoS victims for more than 15 years [64], [102].

We identify QUIC tra [c_Hased on transport layer properties by selecting all UDP packets
with a source or destination port UDP/443. This port-based classification has been proven
su [cieht in prior work [135]. To exclude false positives, we extend this common classification
method by utilizing Wireshark payload dissectors, which also have been shown to be e [cieht
for classification [115]. We verified QUIC detection by manually checking QUIC connections to
well-known QUIC servers. All packets were correctly identified and dissected by Wireshark.

To group packets sent to the telescope into backscatter and scanning events, we mark all
QUIC packets with source port UDP/443 as responses (i.e., backscatter) and all packets with
destination port UDP/443 as requests (i.e., scans). These two sets are disjoint, as we do not
find any packet with destination and source port set to UDP/443.

To find DoS events, we apply the notion of tra Lc_skssions and DoS thresholds as defined by
Moore et al. [102]. We acknowledge that these thresholds have been defined with the help of
older tra [c_patterns, however, they are still used in recent work [64]. Along the line of our
analysis we will learn that these thresholds (e.g., the timeout parameter) are still appropriate
for current tra [c_patterns. For details on the impact of the threshold configurations, see
Section 5.6.

5.4.2 Data Sources

We utilize the UCSD Network Telescope [172] to observe both QUIC IBR and common TCP/ICMP
IBR. This telescope is operated by the University of California San Diego and represents a /9
network prefix., i.e., 1/512 of the available 1Pv4 address space. We are thus able to capture at
least 2 of any horizontal scan or randomly spoofed attack. In this work, we focus on one
month, April 1-30, 2021. Overall, we find 92 million QUIC packets during our measurement
period.
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Figure 5.2: QUIC tra [c_sken at the UCSD network telescope. In the remaining analyses, we
identify and remove the extreme bias of research scanners.

In order to bolster our results and put them into context, we correlate our observations
with several complementary data sources. We reuse data from active scans that explore QUIC
servers [135], correlate 1P addresses with the GreyNoise Honeypot Platform, and use meta data
from PeeringDB. The active scans provide a set of potential victims, GreyNoise helps to assess
multi-vector attacks based on advanced threat intelligence, and PeeringDB provides additional
network descriptions. We mention that all data sets are in sync, spanning the same period of
time.

5.5 Analysis

We now analyze QUIC IBR tra CLc_First, we show an overview of all IBR tra [c-ahd then focus
on high-volume backscatter events.

5.5.1 Overview of QUIC IBR Tra [c1

QUIC IBR is dominated by research scanners. We first inspect the total packet count.
Since multiple QUIC messages can be embedded in a single IP/UDP packet, we emphasize
that we count packets and not individual QUIC messages. Overall, we observe 92 million
QUIC packets in April 1-30, 2021. This data set is dominated by periodic scans that target the
complete IPv4 address space. Each Internet-wide, single-packet scan sends 222 8% 10° packets
to the telescope. In total, 98.5% of QUIC packets are generated by research projects from two
universities, Technische Universitat Miinchen (TUM) and RWTH Aachen Universitat (RWTH).
We show the amount of packets per hour and compare research scanners with other tra [c1
sources in Figure 5.2. Since these scanners clearly perform regular scans of the entire address
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Figure 5.3: Number of QUIC packets by type. Requests exhibit rather stable, diurnal activities
with peaks at 6:00am and 6:00pm UTC (see insert for representative day). Re-
sponses are very erratic, hinting at flood events.

space, we expect this bias also at other vantage points. We remove tra Lcftom research scanners
in the subsequent analyses to focus on the other tra [c]

QUIC requests follow diurnal patterns, responses are erratic. In the sanitized tra [c1
we find 15% QUIC requests and 85% QUIC responses. Figure 5.3 shows the number of requests
and responses per hour. Requests follow stable, diurnal patterns with peaks at 6:00am and
6:00pm UTC. We demonstrate this with the inlet for a representative day, April 06, 2021.
Response tra [c ik very erratic, exhibiting high peaks and drops per event. This behavior
might hint at DoS events [11], [18], which we will inspect in more detail in Subsection 5.5.2.
We can reuse established thresholds for QUIC sessions. In order to move from a packet-
based to an event-based perspective, we now group singular packets into sessions. To this end,
we aggregate packets using the source IP address and a timeout threshold, i.e., packets from
a specific source belong to a single session as long as the inactivity period between them is no
longer than the timeout.

Figure 5.4 exhibits the number of detected sessions given a timeout value between 1 and
60 minutes. The lower bound of this plot is defined by timeout=co, which groups all packets of
a source into a single event. We see a significant reduction of sessions until [5hinutes, which
is why we choose this knee point as our threshold. This timeout is coherent with prior work
that applied timeouts to IBR tra [c]®4], [102].

5.5.2 QUIC DoS TralLc_1

Request sessions are non-benign and originate from eyeball networks. Response
sessions are DoS backscatter from content providers. We now inspect and contextualize
the observed sessions. Overall, we find 18k sessions containing only requests, 26k sessions
containing only responses. We do not observe sessions with both packet types. On average, a
request session consists of 11 packets and response sessions of 44 packets.
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Figure 5.5: Source network types of sessions. Requests originate predominantly from eyeballs.
Responses are received almost exclusively from content networks.

For each session, we map the source autonomous system number (ASN) and the AS net-
work type using PeeringDB. We find that request sessions originate from eyeball networks and
that response sessions are received from content provider networks, see Figure 5.5. This fits
into the assumption that we (i) receive malicious scans from bots hosted in eyeball networks
(e.g., Mirai [8], [167]) and (ii) receive DoS backscatter from legitimate QUIC servers.

Taking a closer look at response sessions we find tra Lc_that exhibits common DoS patterns,
using, again, session timeouts and thresholds defined by Moore et al. [102]. To identify attacks,
we select backscatter sessions with (i) more than 25 packets, (ii) a duration longer than 60
seconds, and (iii) a maximum packet rate of higher than 0.5pps, which is calculated over all
1-minutes slots of the respective event. Finally, we find 2905 attacks which correspond to 11%
of all response sessions. Attacks target a total of 394 unique victims, with more than half
beeing attacked only once, compare Figure 5.6. By correlating the victims with data obtained
from active scans [135], we find that 98% of attacks target well-known QUIC servers. We
take a closer look at the low-volume backscatter sessions and our threshold configuration in
Section 5.6.
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are only attacked once during our measurement period. Last 5 data points are
highlighted.
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Figure 5.7: CDF of flood durations and intensities, comparing QUIC and TCP/ICMP. QUIC
floods are shorter but the median intensity of QUIC floods is as severe as for common
backscatter events.
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Figure 5.8: Multi-vector attacks: Half of the QUIC attacks occur concurrently with TCP/ICMP
floods.

To bolster our observations we correlate the sources of request sessions with data from an
reactive vantage point, the GreyNoise honeypot platform. Using the GreyNoise classification,
we do not find any signs of benign scanners and 2.3% of the sources are tagged as known
bruteforcers or part of a botnet such as Mirai or Eternalblue. Most request sessions originate
from Bangladesh (34%), USA (27%), and Algeria (8%).

QUIIC floods are shorter but on average as severe as common TCP/ICMP floods.
We now compare QUIC DoS floods with floods for common protocols, i.e., TCP and ICMP. The
duration and intensity of attacks has been shown by Jonker et al. [64]. To allow for comparison,
we reproduce the analysis based on our current setup. Overall, we find 282k attacks for common
protocols.

Subfigure 5.7(a) shows the distribution of attack durations. QUIC floods are shorter than
TCP/ICMP DosS attacks. The median QUIC flood lasts 255 seconds, for TCP/ICMP protocols
we observe 1499 seconds. The median attack intensity, however, is close to 1 maximum packet
per second (max pps) in both cases, see Subfigure 5.7(b). To estimate the tra Lc rhte from the
global Internet towards a victim, we may assume 512 < max pps since the UCSD telescope
covers 1/512 of the total IPv4 address space.

QUIC floods are part of multi-vector attacks and highly correlated with TCP/ICMP
floods. So far, we looked at QUIC floods in isolation. We now check whether they are part
of a larger multi-vector attack towards a single victim. To our surprise, 51% of QUIC floods
overlap in time with common (TCP/ICMP) DosS floods (see concurrent attacks in Figure 5.8).
We require attacks to overlap for at least one second to label them as concurrent. Another
40% of QUIC floods target a victim in sequence, i.e., the victim was also attacked by a TCP
or ICMP flood during our measurement period but at a di[erent time. In such cases, the gap
between a QUIC and the nearest TCP/ICMP attack is 36 hours on average. More details about
concurrent and sequential attacks, including an example, are presented in Section 5.7. Only
9% of QUIC attacks do not relate to any TCP/ICMP event.

We argue that the reasons for multi-vector attacks are twofold. First, multi-vector attacks
are harder to detect as they keep the tra LcWolumes for each attack vector low. Second,
multi-vector attacks are more di [cullt to mitigate since they require more complex filter rules.
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Figure 5.9: >83% of attacks target two content providers. QUIC floods utilize multiple client
addresses and ports. Despite a lower packet count, Google reacts with more SCIDs,
indicating higher server load.

Well-known content providers are under attack. We find that 58% of attacks target
Google and 25% target Facebook. Figure 5.9 compares attack properties for these two content
providers to showcase potential di [erences in attack patterns across content providers and their
deployed QUIC variants. We consider SCIDs in the backscatter tra CLC_1The SCID is a QUIC-
specific feature, which may serve to assess allocated resources because a context is reserved
for each unique connection. We do not show the number of DCIDs in this figure, since they
are not available in our backscatter tra [cdnd they are not required to route to the correct
endpoint [203]. We carefully checked that the packets are valid, though, by verifying that the
DCID length attribute is set to zero.

Overall, the number of spoofed client IP addresses is relatively low. The randomization of
client ports, however, is the driving factor for new SCIDs at the attacked server. Despite a
lower packet count, Google reacts with more SCIDs, which indicates a higher server load. We
observe QUIC variant mvfst-draft-27 (95%) for Facebook attacks, and draft-29 (78%) for
Google.

These results suggest that operators may protect against QUIC floods by filtering based
on common transport protocol features (i.e., ports) instead of using QUIC-specific features
(i.e., SCIDS), which eases the deployment of countermeasures.

5.6 Non-Attack Backscatter and Threshold Configuration

We reused thresholds defined by Moore et al. [102] to infer DoS events. We classified 11%
of response sessions as attacks. Although this seems like an extreme reduction of events, we
argue that underestimation is better than overestimation, because this prevents false positives.
Nevertheless, we also checked the excluded response sessions for deviating trends. We do not
find any anomalies. Excluded events have a median intensity of 0.18 max pps, a duration of
7 seconds, and consist of 11 packets. Such low-volume events point to misconfigurations and
are most likely insignificant for our DoS analysis, hence, should be excluded.
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Figure 5.10: Varying the DoS threshold defined by Moore et al. [102] to show the impact on
the number of detected attacks and the relative share of aledted content infras-
tructures. Even for a very strict threshold configuration of w = 10, we find QUIC
attacks.

To further understand the e [edts of our threshold configuration, we introduce the threshold
weight w. We multiply each threshold by w, which leads to a more relaxed (w < 1) or stricter
(w > 1) attack detection. If w =1, the default threshold configuration as defined by Moore et
al. [102] is used.

Figure 5.10 shows the number of detected attacks. We exclude many low-volume backscatter
events for w < 0.3, but even for an extreme configuration of w = 10 we still classify five
backscatter sessions as attacks. On the secondary y-axis, we show that the share of well-known
content providers remains high independently of w. These results bolster our main insight that
QUIC Initial floods are used to attack large content providers.

5.7 Details about Attacks

We introduced concurrent (i.e., multi-vector) and sequential attacks in Subsection 5.5.2. In
this section, we illustrate those attacks based on a concrete example and present more details
about the time overlap between concurrent QUIC and TCP/ICMP attacks, as well as the time
gap between sequential attacks.

5.7.1 Hlustration of Multi-vector versus Sequential Attacks

In Figure 5.11, we illustrate concurrent and sequential attacks based on a snapshot for a single
victim. First, the victim is attacked by one QUIC and one TCP/ICMP attack that take place
at the same time (or concurrently). Please note that these two attacks have an almost perfect
overlap but we classify any two attacks as concurrent if the respective time ranges overlap in
at least a single time unit, i.e., they share at least one mutual second. Such a perfect overlap
is very likely, compare Subsection 5.7.2. We then observe five QUIC attacks in sequence to the
first TCP/ICMP attack.
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Figure 5.11: Attacks towards a single victim. We observe one concurrent usage of attack vectors,
i.e., a multi-vector attack, followed by five sequential QUIC floods.
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Figure 5.12: Attack overlap of multi-vector attacks. Most concurrent QUIC attacks almost
completely overlap with attacks that use common protocols.

5.7.2 Overlap of Concurrent Attacks

We now investigate how QUIC attacks overlap with common TCP or ICMP attacks. To this
end, we calculate the share of overlapping seconds for each QUIC attack that is part of a
concurrent attack. Figure 5.12 shows the distribution. We find a high correlation between QUIC
and TCP/ICMP attacks. Three quarters of all concurrent QUIC attacks occur completely in
parallel to an TCP/ICMP attack (100% in the CDF). On average, multi-vector QUIC attacks
share 95% of the attack time with common attacks.

5.7.3 Time Gaps Between Sequential QUIC Attacks and TCP/ICMP
Attacks

We label an attack session sequential attack when we observe QUIC and TCP/ICMP attack
tra CcIb same victim but QUIC and TCP/ICMP attacks do not overlap. Figure 5.13 exhibits
the distribution of time gaps between both attack vectors. There is a break of more than
one hour for 82% of the sequential attacks. In some cases, a break may take up to 28 days.
These long time gaps suggest that sequential attacks are indeed not part of a multi-vector

attack.
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Figure 5.13: Distribution of time gaps between the end (or start) of a sequential QUIC attack
and the start (or end) of a TCP/ICMP attack.

5.8 Discussion, Conclusion, and Outlook

Attack patterns are valid. Captured QUIC events that are suspect to DoS consist of
31% Initial and 57% Handshake messages on average. The Initial messages we observe do
not contain an (unencrypted) TLS Client Hello and thus can be attributed to (encrypted)
Server Hello replies. Hence, these packets match the backscatter pattern of a QUIC attack
(see Section 5.2). QUIC sends multiple UDP packets in response to the Initial packet: The
first packet contains one Initial QUIC packet carrying the Server Hello and one encrypted
Handshake message followed by a second datagram with a single Handshake message. The
ratio in these packets roughly matches the ratio of one third Initial packets and two thirds
Handshake messages.

RETRY attack mitigation is not deployed. We did not capture any RETRY messages. The
absence of RETRY indicates the lack of deployment of a defense mechanism. To validate this
observation, we select the ten most frequently attacked servers from Google and Facebook.
When actively connecting to these servers with a QUIC client we also do not receive any RETRY
messages. This supports the observations that we made based on data in the telescope.
Although the QUIC implementations of Google and Facebook support RETRY messages (Google
since mid 2019 [193], Facebooks since the end of 2020 [188]), it looks like these content providers
deliberately decide to not utilize this feature. This decision is potentially due to the perfor-
mance penalty of RETRY messages. However, for frequently utilized services as in the case of
large content providers, this penalty could be alleviated by the session resumption feature in
QUIC. Also, RETRYs could be deployed adaptively and only used when high load occurs.

QUIC servers quickly experience DoS. To check whether the observed QUIC floods can
be attributed to DoS attacks we experimentally analyzed the impact of QUIC handshakes on
a common web server implementation. For this, we set up NGINX on a modern 128-core
machine with 512 GB of RAM, which connects to a client via Gigabit Ethernet. NGINX
supports the QUIC RFC [203] and eBPF optimizations [185]. We record 500,000 packets
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using the QUIC client quiche, version 0.9.0, Cloudflare’s QUIC reference implementation. To
simulate attacks, we then replay only client Initial messages at varying packet rates towards
new server instances. Replaying avoids bias from hand-crafting QUIC packets.

Our results are summarized in Table 5.1 alongside the configuration (we use 1024 client
connections per worker which is twice the default). Since each request elicits four datagrams
in response (two datagrams with Initial and Handshake packets plus two keep-alive PING
packets after a short delay) we expect four times as many server responses. To determine how
many requests were answered we match the respective DCIDs and SCIDs and calculate the
service availability ratio.

With four worker processes even small packet rates can lead to significantly reduced service
availability. At 1,000 probes per second (pps) only 7% of our requests are answered. In auto-
mode, NGINX deploys 128 workers, but larger attack volumes of 10,000 pps continue to impact
its availability. Note that these attacks do not impair the general availability of the machine
but focus on the service. Extrapolating our observed 27 pps from a /9 IP prefix to the size
of the Internet leads us to believe that attacks of more than 10,000 pps (27 - 512=13,824) are
ongoing. In our benchmarks, RETRY packets successfully mitigate these attacks but they come
at the high cost of an additional round trip.

The vulnerability based on the QUIC stateful handshake is not specific to an implementa-
tion, but relates to the protocol design. We expect all implementations to be prone to this
attack type, the exact pps rates might vary, though. A recent benchmark of picoquic [200] also
observed DoS at around 10,000 pps but a successful attack mitigation with RETRYs. Latest
interoperability tests [271] show that the majority of QUIC server and client implementations
correctly support the RETRY option. This leaves the decision on robustness versus speed up to
the service providers.

Attack duration and intensity. We found that QUIC floods are shorter but the median
max packet rate is similar compared to TCP and ICMP. The max packet rate is an indicator
of the attack intensity but it also reflects the capability of a victim to sustain under load—for
well-provisioned victims we likely observe higher rates as those victims are still able to send
data. This also applies to the observed durations. Backscatter events can stop for various
reasons: (i) the attack has ended, (ii) a mitigation was initiated, or (iii) the attacked service
is completely unresponsive. Hence, shorter durations might indicate that QUIC attacks lead
to a faster resource exhaustion compared to common protocols. Analyzing this, e.g., by using
reactive scans or correlating with other data, will be part of our future work.

5.9 Artifacts

We support reproducible research. All artifacts of this chapter are available on https://
doi.org/10.5281/zenodo.5504168.
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Table 5.1: Tests on a local NGINX instance show that the backscatter volume we observed can
significantly impact the responsiveness of the web server.

Attack NGINX Config Results

Volume [pps] QUIC  Workers [#] Client Server Service  Extra
Retry [# Req] [# Resp] Available RTT

10 8 4 3,001 12,004 100% 8

100 8 4 30,001 81,680 68% 8

1,000 8 4 300,001 81,680 7% 8

1,000 8 auto=128 300,001 1,200,004 100% 8

10,000 8 auto=128 500,000 522,752 26% 8

100,000 8 auto=128 498,991 322,158 26% 8

1,000 3 4 300,001 300,001 100% 3

10,000 3 4 500,000 500,000 100% 3

100,000 3 4 500,000 500,000 100% 3
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Chapter 6

Industrial Control Protocols in the Internet
Core: Dismantling Operational Practices

Abstract

Industrial control systems (ICS) are managed remotely with the help of dedicated protocols that
were originally designed to work in walled gardens. Many of these protocols have been adapted
to Internet transport and support wide-area communication. ICS now exchange insecure tra [c1
on an inter-domain level, putting at risk not only common critical infrastructure, but also the
Internet ecosystem (e.g., by DRDoS attacks).

In this chapter, we measure and analyse inter-domain ICS tra [c_dt two central Internet
vantage points, an IXP and an ISP. These tra [c_dbservations are correlated with data from
honeypots and Internet-wide scans to separate industrial from non-industrial ICS tra Cc_IWe
uncover mainly unprotected inter-domain ICS tra Lc_and provide an in-depth view on Internet-
wide ICS communication. Our results can be used (i) to create precise filters for potentially
harmful non-industrial ICS tra [cnd (ii) to detect ICS sending unprotected inter-domain ICS
tra [C,_being vulnerable to eavesdropping and tra [ rhanipulation attacks. Additionally, we
survey recent security extensions of ICS protocols, of which we find very little deployment. We
estimate an upper bound of the deployment status for ICS security protocols in the Internet
core.

6.1 Introduction

Industrial control systems (ICS) are used to monitor and control industrial environments. De-
ployments can range from a few controllers in a factory to large distributed systems that
monitor critical infrastructures. The underlying ICS communication is based on specialized,
often proprietary protocols.

Originally, ICS protocols were designed to operate in closed environments, which do not re-
quire authentication and encryption. The lack of security features in ICS protocols remained
largely unnoticed due to the deployment in isolated (trusted) environments. This changed
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recently when ICS protocols have been stacked onto IP, enabling the management of ICS con-
trollers via the global Internet. Such communication requires protective measures, either via
secure tunnels between trusted domains or end-to-end authentication and encryption. Visible
(unencrypted) ICS tra [ci$ particularly dangerous since it is prone to eavesdropping and ma-
nipulation attacks. Tra [Ccfkaces also hint attackers to potentially open ICS services without
the need to perform suspicious scans. Figure 6.1 sketches encrypted and visible tra Ccflows
between ICS. It also shows a passive vantage point and an active scanner, which might be
blocked by a firewall. Note that the firewall does not help in the case of man-in-the-middle
manipulation attacks.

In this chapter, we provide the first comprehensive analysis of the visibility of unprotected
ICS tra [c_akross network domains. In contrast to related work [170], [98] which reveals reach-
able ICS services, we explore the communication of the whole ICS ecosystem, from the ICS
controllers to the management stations. We show that ICS systems are controlled remotely
without any protective mechanisms, harming both the Internet as well as the industrial infras-
tructure. Our results attract attention to the insecure usage of ICS protocols and motivate
secure ICS deployments based on amendments such as DTLS and encrypted tunnels. To ex-
plore the deployment of encrypted ICS tra [C,We extend our previous work [114] and provide
methods and analysis that reveal limited secure ICS protocols.

In detail, our contributions are the following.

1. We present the first analysis of inter-domain ICS tra [c_at two central Internet vantage
points, an Internet Exchange Point and an Internet Service Provider, covering 6 months.

2. We find new unprotected ICS deployments which are undetected by recent scan projects.

3. We classify industrial and non-industrial ICS tra CcBased on cross-correlations with other
data sources such as honeypots.

4. We assess common tools for implementing our proposed methodology to allow for future
long-term monitoring and mitigation.

5. We survey recent security extensions of ICS protocols and assess the potential to detect
encrypted ICS protocols in Internet tra [c.]

6. We analyze the deployment status of encrypted ICS protocols seen from the Internet core.

The remainder of this chapter is structured as follows. Section 6.2 presents a taxonomy and
related work about ICS protocols. Section 6.3 introduces our methodology and data sources
to identify ICS tra [c1Section 6.4 presents basic properties of ICS tra [C_Seen at the IXP
and ISP. Section 6.5 proposes a method to separate industrial and non-industrial ICS tra [c1
autorefsec:pub-ics-extension:tra CcEHatures analyzes industrial ICS tra [cih detail. Section 6.7
provides an upper bound of the usage of recent ICS protocol security extensions. Section 6.8
concludes our findings.
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Figure 6.1: Analyzing unprotected ICS protocols.

6.2 Background and Related Work

6.2.1 ICS Protocol Taxonomy

ICS protocols are deployed in four major application areas [95]: (i) process automation, (ii)
building management, (iii) smart grids including power plants, and (iv) metering infrastruc-
tures, an overview is presented in Table 6.1. All of these scenarios require security support
when the ICS devices are interconnected via untrusted networks.

The most common use case for ICS protocols is process automation using Programmable
Logic Controllers (PLC), which support manufacturing facilities by assisting production. PLCs
are configured and queried by ICS protocols. Well-known protocols in this field are Modbus
(general industrial networks), Siemens S7 (automobile), Ethernet/IP (time-critical applica-
tions), and HartlIP (legacy wiring). Equipment and manufacturing facilities also rely on propri-
etary PLCs that utilize protocols such as Omron, GE-SRTP, Melseq-Q, ProConOS, or PCWorx.
The Crimson protocol is used exclusively for Human Machine Interface (HMI) communication
related to Red Lion units.

Remote management of buildings is significantly based on two protocols, BACnet and Niagara
Fox. They are deployed to control heating, air-conditioning, lighting, fire detection etc. BACnet
is used to communicate directly with controlling components. In contrast, Niagara is in use
between management workstations, which then subsequently communicate with the controlling
components.

Electrical and water companies use protocols such as DNP3, IEC60870-5-104, IEC61850
(goose, mms), Codesys, and ICCP to monitor and automate their power systems. DNP3 is a
set of sub-protocols that were released in the early 1990s before the standards IEC60870-5-104
and IEC61850 have been established which became prevalent in this application domain.
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Smart meters record the consumption of electric energy and communicate that information
to billing centers. The standard protocol for this application in North-America is ANSI C12.22,
which delivers measurement data as clear-text tables.

6.2.2 A Glimpse into ICS Protocol Security

Vulnerable ICS deployments have been highlighted since several years [214], [240]. The first
reported incident is an unauthorized manipulation of an ICS which led to a pipeline explosion
back in 1982 [97]. Although the absolute number of reported ICS incidents is fairly low [97],
a single incident can be hazardous. To understand and improve the protection of ICS de-
ployments, multiple e [ardts have been undertaken, including (i) the development of honeypots,
(i) Internet-wide scans to find open ICS devices, (iii) the improvement of intrusion detection
systems for ICS, and (iv) the modeling and surveying of the ICS ecosystem.

ICS specific honeypots have been developed [14], [151], [289], [290] to understand the origin,
frequency, and sophistication of attacks on ICS services. ICS services are popular victims. ICS
honeypots receive significantly more requests after being listed on public scanning sites such as
Shodan [140].

Two well-known scan projects, Censys and Shodan, detect globally reachable ICS services [170],
[98]. Such scan results can be used to asses the security of ICS in individual countries [175]. ICS
scans are dominated by few recurrent scanners [44] and captured within few days by honeypot
deployments [170]. Mirian et al. [98] measured the increase of open ICS services of up to 20 %
in 4 months.

Dedicated intrusion detection systems (e.g., for smart meters [15]) and extensions to common
IDS tools (e.g., Snort and Bro [10], [86], [104]) have been proposed. Valdes [150] introduces
an architecture that monitors ICS tra Cc_fbr irregular patterns. Taking into account recent,
distributed ICS deployments, Zhang [159] proposed a distributed multi-layered system.

ICS tra [cdatterns have been compared with SNMP tra [cJi?]. Both, ICS protocols and
SNMP, show stable, periodical tra [c_datterns with a small number of constant host changes.
However, ICS tra [Lcdoes not present diurnal patters or self-similar correlations, features known
from traditional network protocols [13]. In contrast to our approach, the data for this com-
parison was collected directly at the corresponding edge-network (traditional network, ICS-
facilities). So no protocol classification was necessary.

ICS have been surveyed in several publications introducing historical background, taxonomies,
and current security vulnerabilities [60], [88], [124], [134], [161], [162]. The number of Common
Vulnerabilities and Exposures (CVESs) for ICS implementations grows steadily. Vulnerabili-
ties are often discovered by simple fuzzing techniques [182], [142]. Also, the ICS ecosystem
requires a secure supply chain [59]. Recent studies show the high DDoS potential of BACnet
by analysing IXP and ISP packet samples over a period of 48 hours [47]. Yet, still open is a
longitudinal analysis of unprotected 1ICS communication deployed in the global Internet.
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Table 6.1: Overview of ICS Protocols. [ND/HD: Normal/Heuristic Dissector, C: Censys, S: Shodan, R: Rapid7, K: Kudelski]
Wirshark Min. # Bytesto Scan Honeypot #

LET

Standard / Protocol Ports Use Case Dissectors identify protocol Projects Software CVEs
Modbus 502 Process automation ND 74 B C/S/K 3 23
Siemens S7 102 Process automation HD 93 B C/S 3 7
Ethernet/IP 2221, 2222, 44818 Process automation ND 74 B S 3 9
BACnet 47808-47823 Building management  ND 46 B C/S/R/K 3 7
DNP3 20000 Smart grids ND/HD 62 B C/S 8 39
HART IP 5094 Process automation ND 78 B S 8 6
IEC60870-5-104 2404 Smart grids ND 76 B S (8) 0
ANSI C12.22 1153 Metering ND n/a 8 8 0
OMRON FINS 9600 Process automation ND 54 B S 8 7
IEC61850 (mms) 102 Smart grids ND/HD 144 B 8 8 0
Codesys 2455 Smart grids 8 S 8 20
GE-SRTP 18245, 18246 Process automation 8 S 8 7
Niagara Fox 1911, 4911 Building management 8 C/S/K 8 5
MELSEC-Q 5006, 5007 Process automation 8 S 8 2
ProConQOS 20547 Process automation 8 S 8 1
PCWorx 1926 Process automation 8 S 8 0
Crimson 789 Process automation 8 S 8 0
ICCP-TASE.2 102 Smart grids 8 8 8 8
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6.2.3 The Problem of Unprotected ICS Protocols

Most of the common ICS protocols lack protection by design and are susceptible to eaves-
dropping and tra Cc thanipulation attacks. The only exception is Niagara Fox, which provides
authentication. However, authentication alone is insu [cieht. Attackers can scout their target
and prepare a targeted attack without communicating with the ICS devices at all. Recent
malware [277] exploits passive recording of ICS tra LcfFaversing small enterprise routers. Such
eavesdropping of unprotected ICS tra [c13 also possible on the inter-domain level.

Furthermore, it is important to note that infrastructure-based protections such as firewalls
or NAT only partially help. They may prevent discovering ICS devices by active scanning but
do not protect against passive listening and spoofed replay attacks.

In this chapter, we analyze the highly vulnerable part of the ICS ecosystem; those cases
where operators interconnect their systems without any protection. This is challenging because
unprotected industrial ICS tra [c7i$ suppressed by noise such as scan tra [c.1

6.2.4 ICS Scans Seen from an Internet Telescope

To motivate our aim for a detailed classification of ICS tra Lc, e briefly analyse data from the
CAIDA/UCSD network telescope. This data source captures backscatter tra Ccftom randomly
spoofed DDoS attacks or Internet-wide scans of the /8 CAIDA/UCSD darknet. Any incoming
tra [cIb the telescope is inter-domain and non-industrial.

Figure 6.2 shows the daily activity for Modbus (TCP/502), measured at the telescope. There
is almost no activity visible until the beginning of 2014. Then, the amount of destination IP
addresses that received data on the Modbus port increased by three orders of magnitude. The
number of source IP addresses that sent data to the telescope increased by roughly one order of
magnitude, indicating scanning from a small set of hosts. The sudden upturn in scan activities
can be explained by (i) increased media coverage of ICS systems and (ii) increased research
interest and consequently publicly available scan tools. Our observations correlate with the
start of the ZMap and Censys projects. We saw no correlation with Shodan, which started to
index ICS infrastructures in 2009 and added ICS protocols in 2012.

This brief analysis does not only highlights the increasing interest in ICS protocols but also
the need for a careful methodology to analyse ICS tra [c1

6.3 ldentification of ICS Tra [c_1

Two challenges need to be tackled for analyzing inter-domain ICS tra [C_1First, we need to
reliably identify ICS tra [cih global packet traces. Second, we need to distinguish industrial
(i.e., transferred by real deployments) from non-industrial ICS tra Cc(k.g., scanning) . In this
section, we propose our methodology to solve the first challenge, and tackle the second challenge
in Section 6.5.
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Figure 6.2: Internet-wide scanning of Modbus (TCP/502) observed at the CAIDA network
telescope. We highlight research activities around one of the most common ICS
scanners.

Table 6.2: E [edts of data sanitization process and the ratio of remaining ICS packets by vantage

point.

Remaining Packets
IXP ISP
Sanitizing steps after Wireshark ICS detection 100% 100%
< Removal of tunnel packets 99% 99%
.. Removal of malformed packets 15% 52%
Removal of NDPI fingerprintable packets 14% 51%

Comparison with vanilla approach
Port-based detection relative to Wireshark 3950% 1340%
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6.3.1 Collecting Tra [c_at Central Internet Vantage Points

We passively collect tra [c ak two di [erent Internet vantage points, an IXP and an ISP. The two
data source allow us to inspect tra Lc_from two dilerent perspectives, a rich interconnection
fabric and an upstream provider.

Internet exchange Points (IXP) are centralized network infrastructures where heterogeneous
domains intertwine. We receive data from a large, regional IXP from Europe with over 100
member networks with a daily tra [C_peak of 560 GBit/s. Due to the large tra CC\Molume,
flow data is not fully recorded but selectively sampled. We analyse non-anonymized packets
collected from October 2017 until April 2018 with a sample rate of 2. The sampled packets
are truncated after 128 bytes. Flows from an IXP are inherently inter-domain.

Our second data source is the Measurement and Analysis on the WIDE Internet (MAWI)
archive [239]. This archive contains daily traces describing 15 minutes of full tra Lc_daptures
from a transpacific Internet link between Japan and the United States. We received a private
MAWI data set with non-anonymized IP addresses and payload (96 bytes) for the same time
range.

Non-anonymised flows allow for mapping with additional meta data, such as autonomous
systems (AS). Please note that we are not allowed to release our data due to privacy constraints.

6.3.2 ldentifying ICS Tra [Lc_ Qandidates

We explicitly do not want to implement new tra [C_classifiers as this conflicts with maintainabil-
ity and reproducibility on the long-term. Instead, we want to leverage existing tools. We use
Wireshark dissectors to find ICS tra Lc_chndidates. Half of the ICS protocols can be dissected
by Wireshark, as shown in Table 6.1. Wireshark distinguishes between normal and heuristic
dissectors (ND, HD). Normal dissectors identify protocols based on well-known port numbers
and check whether the packets comply with simple sanity checks. If they fail, they forward the
data to heuristic dissectors which apply pattern matching on protocol fields.

To verify the correctness of the Wireshark dissectors, we apply them on public ground truth
data [292] and manually inspect the dissection of packet headers. All dissectors except one
work accurately and map operation codes to protocol actions, such as read or write.

Packet sampling at our vantage points does not store complete packets but only a pre-
configured fixed size of the overall packet. This limitation can lead to inaccuracies in identifying
the application layer protocol because parts of the corresponding headers are missing. For each
protocol, we reduce the packet length of the ground-truth data byte-wise and detect the minimal
packet length required to identify the protocol correctly. All but one protocol dissector require
less than 96 bytes, see Table 6.1. Considering that packets are truncated after 128 bytes at the
IXP and 96 Bytes at the ISP, we can identify the ICS tra [c_chndidates reliably.
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Figure 6.3: Number of inter-domain ICS packets per day at two di Lerent vantage points.
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6.3.3 Sanitizing ICS Tra [Lc_Qandidates

We do not rely blindly on the Wireshark dissectors. We perform three data sanitizing steps
to improve data quality: = We remove tunnel tra [csb that we only obtain plain end-to-end
tra LT his step mainly excludes ICMP unreachable messages, which encapsulate the original
UDP packets. Such backscatter packets are misclassified by Wireshark as ICS tralc1_ We
remove packets which Wireshark marks as malformed or cases in which the dissector reports
an error. This occurs when the protocol detection of a packet is successful, but the complete
dissection fails due to header fields that do not comply with the protocol specification.  We
cross-validate our data by applying NDPI [253], a leading open-source deep packet inspection
software. NDPI detects a broad range of protocols, but no ICS protocols. We exclude every
packet that NDPI is able to map to a known protocol since we consider such a packet to be a
false positive.

In Table 6.2, we quantify the remaining packets after applying our sanitizing steps. The data
is shown relatively to the overall amount of identified ICS packets per vantage point. 85% of
the packets at the IXP are classified malformed, and 48% at the ISP. Wireshark detects ICS
protocols although many header fields are set to unspecified values, such as unknown operation
codes. This highlights that Wireshark dissectors are rather optimistic and sanitizing is required
for a reliable analysis. The removal of packets identified by NDPI accounts for less than 1%,
which indicates a very low false-positive rate of our approach. Finally, we compare our approach
with a pure port-based detection. Identifying ICS tra Lc_dnly based on port numbers is not
feasible as it leads to significant overestimation.

6.4 Properties of ICS Tra [Lc_1

6.4.1 Daily Patterns and Prevalence of Inter-Domain ICS Tra [c 1

During our measurement period, we identified 19k ICS packets at the IXP and 310k ICS packets
at the ISP after sanitization. Figure 6.3 shows the number of daily ICS packets at the IXP and
ISP. For better comparison, we consider the dilerent sampling intervals and extrapolate the
values (see Subfigure 6.3(c)). The daily ICS tra [cat the IXP and ISP is constant apart from
one anomalous peak at each vantage point. The tra [cCpeak at the IXP is due to a large number
of Ethernet/IP packets (217.5 MB/s tra Lc_deak) during 10 minutes on January 3, 2018. The
destination is a single IP address and the tra Lc_ib sent from several sources located in two
autonomous systems. The tra [c_deak at the ISP consists of BAChet messages from 76 source
IP addresses to 41,000 destination IP addresses. This event took place one day before the IXP
peak. We observe uniformly distributed BACnet read messages, which indicates load balancing
between scanning nodes. All sources relate to Rapid7 Sonar, a company that performs regular
Internet-wide BACnet scans.
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Figure 6.4: Protocols ranked by packet frequency as reported by Wireshark (non-sanitized),
observed at a big national IXP during 6 months. ICS protocols are emphasized
among some well-known protocols. Ranks are noted in brackets.

Compared to the total tra LcYolume, ICS inter-domain tra [c_ik low. ICS packets only
account for = 0.0001% of all sampled packets at the IXP and = 0.002% at the ISP. However,
putting ICS tra Ccihto perspective of well-known non-ICS protocols, ICS tra Ccib likewise
prevalent, which we show in Figure 6.4. To allow for comparability, this graph visualizes the
non-sanitized data set because implementing a sanitization process for non-ICS protocols would
be out of scope of this work. This result emphasizes that ICS tra [cShould not be neglected.

6.4.2 ICS Message Types: Request vs. Reply

We refer to packets sent to a known ICS port as requests, and packets originating from a
known ICS port as replies. Protocols with balanced request-reply ratios are likely to be used
in a legitimate way since ICS communication patterns follow a common client server scheme.
Observing significantly enhanced requests may have two reasons: (i) heartbeats sent from
sensors to central servers that do not confirm the reception; (ii) scan tra Lc_that reaches hosts
which do not o Ler the corresponding service.

We analyze the ratio of requests and replies per protocol in more detail, check left-hand side
of Table 6.4. We observe a tendency towards requests exceeding replies. Only at the IXP,
HartlP and C12.12 show a balanced request-reply ratio. Strikingly, BACnet is very request-
heavy across both vantage points. This might be an indication for non-industrial ICS tra [c,1
which we will investigate further in Section 6.5.

6.4.3 ICS Tra [c Sent to and Received from Autonomous Systems

To better understand the ICS ecosystem from a networking perspective, we map each source
and destination IP address of a sampled packet to autonomous system numbers (ASN). We use
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Figure 6.5: Number of ASes sending dilerknt ICS protocol requests. Since ICS deployments
are rather specific deployment and bound to a single manufacturer, we rate several
ICS protocols originating from a single AS as suspicious.

Table 6.3: Amount of successful reverse DNS lookups of source IP addresses per scan project.

IXP ISP
# Unique source IP addresses 1504 223
# Resolvable Censys IP addresses 105 n/a

# Resolvable Rapid7Labs IP addresses 7 56
# Resolvable Kudelski Sec. IP addresses 0 O
# Resolvable Shodan IP addresses 23 25

daily data from the RIPE RIS project and topological information from the IXP for assigning
ASNSs.

Autonomous systems which are the origin of request tra [cMia multiple ICS protocols host
either scanners or heterogeneous ICS monitoring services. In our sanitized data sets, more than
70% of the ASes host nodes that deploy a single ICS protocol, see Figure 6.5. We find four
cases of ASes creating requests for >4 distinct ICS protocols. Three are eyeball providers and
one is a webhoster. These types of networks are common to connect scanners, which we detect
in Section 6.5.

6.5 ldentification of Industrial and Non-industrial ICS Tra [c_1

Separating non-industrial from industrial ICS tra [c_allows us to identify the vulnerable part of
the ICS ecosystem more precisely. We classify ICS tra [cak our vantage points as non-industrial
if the captured IP addresses belong to scan projects or have been observed at honeypots, as
those indicate non-ICS hosts.
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Table 6.4: Relative amount of industrial ICS tra Lc_dfter applying di Lerknt filter rules on the observed ICS tra Lc_1

Request response ratio

Tra Lcshare after applying filters

# ICS Packets Share of Requests Excluding scanners Excluding captured honeypot data Excluding both

IXP ISP IXP ISP IXP ISP IXP ISP IXP ISP
HPics HPa HPics HPa

Total 19,060 310,996 81% 99% 97% 46% 97% 96% 15% 1.5% 96% 1.5%
BACnet 568 89,922 98% 100% 15% 7% 25% 11% 40% 1% 10% 1%
Cl2.22 1,559 24 63% 29% 100% 100% 100% 99% 100% 100% 99% 100%
DNP3 2 2,424 100% 100% 100% 99% 0% 0% 0.4% 0.1% 0% 0%
Ethernet/IP 9,171 171,804 94% 99% 99% 75% 98% 98% 5% 0.02% 98% 0%
HartlP 126 46,783 62% 92% 65% 9% 62% 62% 9% 8% 62% 8%
IEC60870 2,511 13 13% 38% 100% 100% 100% 99% 100% 100% 99% 100%
Modbus 2,547 - 95% —100% — 100% 100% - —100% -
Siemens 2,576 - 99% - 100% — 100% 100% - - 100% -

[0 el SO [eMISNPUI-UON PUE [eLISNPU] JO UOIEIYIUSP| GO
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6.5.1 Filter Tra CLc_df Common Scan Projects

Several projects scan for ICS hosts on a regular basis and thus contribute to non-industrial inter-
domain ICS tra Lc_1The most common projects are Censys, Shodan, Rapid7, and Kudelski.
Censys, Rapid7, and Kudelski publicly document the IP prefixes from which they initiate
scans. We use these prefix lists to identify scanners by marking an observed source IP address
as scanner if the source IP address is covered by one of the prefixes.

To identify scanners that are not part of the documented IP prefixes, we perform reverse DNS
lookups on all source IP addresses captured at our vantage points. By reviewing the assigned
names manually, we find Censys, Rapid7, and Shodan scanners (e.g., pirate.census.shodan.io
and scanner2.labs.rapid7.com). Note that we cannot identify any names that relate to Censys
at the ISP because Censys performs scans between = 8:00am and = 6:00pm (UTC), whereas
the ISP dumps include 15 minutes packet captures starting at 5:00am (UTC).

Table 6.3 shows the amount of successful reverse DNS lookups. The IXP and ISP share
86 source IP addresses, predominantly Shodan and Rapid7 scanners. The 5 most common
source IP addresses at the ISP resolve to Shodan names and are located in Quasi Networks, an
autonomous system which is also well-known for hosting malicious nodes [283].

6.5.2 Filter Tra Cc_df Other Non-ICS Hosts

To account for other hosts that create non-industrial ICS tra [c(k.g., attackers), we leverage
data from honeypots. Conpot [248] is the de-facto standard ICS honeypot but supports only
five ICS protocols, one currently under development. Conpot implements limited variances in
responses, which makes it easy to unmask as a honeypot. Thus, we argue to utilise transport
layer honeypots in order to measure a broad scope of activities on ICS ports.

We deploy Honeytrap [276] in (i) a university network and (ii) a darknet, a network not
o[ering any public services. Based on these honeypots, we identify suspicious source IP ad-
dresses. We create two lists: HPg, which stores all IP addresses observed at the honeypots,
and a subset of this list, HP,cs, which stores IP addresses that sent requests to at least one
ICS port. HPg, consists of 244k IP addresses and HP,cs of only 3700 IP addresses (1.5%)
from 619 ASes. It is worth noting that our honeypots also capture sources of the well-known
scan projects. 224 IP addresses in HPy, are from Censys scanners.

We now correlate ICS tra Lc_from our vantage points with the honeypot data. For every
observed ICS packet, we check whether the source or destination IP address is present in HPg
or HPcs, see Table 6.4.

At the IXP, the overlap is minimal, which means that a significant amount of industrial
ICS tra [cib visible. 96% of ICS tra [c_ib industrial based on HPg;, 97% based on HP|cs.
We perform a comparison per protocol and correlate 506 BACnhet packets with HPg;, which
represent 89% of the total BACnet packets at the IXP. These packets are classified as non-
industrial ICS tra [c_and filtered. The results are stable, even if we only consider HP\cs .
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Table 6.5: Successful transport and application layer handshakes during Censys scans.
# ICS hosts detected by Censys
Protocol  Transport Scan Application Scan

BACnet 31,735 31,154 (98%)
Modbus 8,400,058 126,984 (2%)
Siemens S7 7,202,828 24,946 (0.5%)

At the ISP, less industrial ICS tra [cib visible. Filtering by HPy, we find only 1.5% of
the tra [c b be industrial. However, the filtering is less e [edtive if we only consider HP|cs,
especially for BACnet. The results indicate that it is beneficial to include honeypot information
from non-ICS ports.

6.5.3 Benefits of Combining Filter Rules

To summarize the results from our previous filter steps, we provide an overview of the impact of

the di Lerknt filters. Table 6.4 shows the relative amount of ICS tra [cthat remains when tra Cc 1

from scanners (identified by DNS names and IP prefixes), honeypots, or both is excluded.

While we classify 96% of the tra [c_dt the IXP as industrial, we see only 1.5% of industrial
tra Ccat the ISP. Interestingly, more than half of the tra [c_at the ISP can already be classi-
fied as non-industrial only by excluding public scanners, i.e., without maintaining a dedicated
infrastructure such as honeypots. However, even though maintaining a honeypot introduces
additional complexity, its data is necessary to provide a more complete view on distinguishing
industrial and non-industrial tra [c.1

ICS protocols show similar trends for the the share of non-industrial tra [c_dcross both
vantage points. The substantial dilerence for Ethernet/IP is caused by a Shodan scan of a
complete prefix range at the ISP.

We show the potential e [edts of filtering non-industrial ICS tra Cc_dver six months in Fig-
ure 6.6. This enables us to describe the impact of non-industrial tra Lc_dver time. At the IXP
we focus on BACnhet as this protocol is severely aledted by non-industrial activity. We make
two observations: (i) At the IXP, non-industrial tra Cc_donsists mainly of ephemeral spikes
at the beginning of our measurement period. (ii) At the ISP, the non-industrial tra CLc_shows
a very constant daily activity. After filtering at both vantage points, we obtain only a few
industrial ICS packets per day which allows even for manual inspection of the ICS tra [c1
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Table 6.6: Ratio of ICS hosts observed at the IXP and Censys.
% ICS hosts that overlap with Censys

Host Type at IXP  Transport Scan Application Scan

BACnet Source 0% 0%
BACnet Destination 0% 0%
Modbus Source 3% 0%
Modbus Destination 35% 0%
Siemens Source 0% 0%
Siemens Destination 65% 65%

6.6 Properties of ICS Industrial and Non-Industrial Tra [c_1

6.6.1 Detecting ICS Hosts Protected by Firewalls

ICS devices might be protected by firewalls which grant access only from specific hosts. We
analyze this by comparing IP addresses observed in our passive data with IP addresses of ICS
devices revealed by active scans. To reduce overhead on the Internet infrastructure [69], we do
not implement our own active probing but use data from Censys. Censys continuously scans
the entire public IPv4 address space fast [38], [98], implements full transport and application
layer handshakes [38], and releases weekly snapshots. We compare 3 ICS protocols for which
we found industrial tra Cc_dnd which are scanned by Censys during our measurement period:
Siemens S7, Modbus, and BACnet.

First, we check how many ICS hosts are detected by Censys on the transport and application
layer (see Table 6.5). Despite many successful transport layer handshakes, Modbus and S7
exhibit a very low success rate on the application layer. We argue that this is related to the
use of lower port numbers that are more likely to be used by other applications which listen on
the corresponding port. This complies with our previous results which showed that port-based
ICS detection is misleading (see Subsection 6.3.3).

Now, we compare with ICS hosts observed at our vantage points. We compute the fraction
of source or destination IP addresses that have been discovered by Censys (see Table 6.6) and
for which we see communication in our passive data, i.e., completely unprotected nodes. At
the IXP, 35% of the Modbus and 65% of Siemens destinations are already known because of
the transport layer scan. At the ISP, we do not find any correlation, i.e., none of the ICS
devices that are visible in our ISP tra [c_data set have been captured by active scans. This
is very likely due to port-based access control lists which only allow communication between
pre-configured hosts.

We find 3 source IP addresses that respond to Modbus transport layer scans but do not
establish successful application layer sessions based on Censys. However, based on our tra [c1
traces, each of these hosts has sent about 45 Modbus packets. One host is sending packets
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Cone X Cone Y

Figure 6.7: Example of cone to cone communication with ingress AS X and egress AS Y.

to a solar energy consulting agency. These results indicate cases of secure ICS services but
unprotected ICS tra [c1]

6.6.2 Host Stability of Industrial ICS Tra [c 1

Host stability describes how often a host is visible at our vantage points with respect to an
activity span. For each destination IP address in the industrial ICS tra [c,ve calculate the
size of the activity window w in days (i.e., time-lag between first and last day of occurrence)
and the number of active days n within this time window.

We assume that as soon as an ICS network is in place an embedded ICS device and an ICS
control station will frequently exchange ICS tra Cc_Furthermore, we assume static assignment
of IP addresses to those devices as this will ease operational maintenance (e.g., configuration
of firewall rules). Following both assumptions, hosts will achieve high host stability in case of
real ICS networks, i.e., the same IP address will appear for several days.

The IXP and ISP results diled significantly. In the IXP data set, the most stable host
communicates almost every day (w = 179,n = 146). In contrast to this, in the ISP data set,
hosts communicate less than 4%, relatively to the overall activity span.

To better understand whether stable hosts belong to a real ICS deployment, we map IP
addresses to additional meta data: reverse DNS records and whois data. Based on this, we find
that hosts are operated by a building company (max-boegl.de; w = 179, n = 146), a trade and
transport company (Handel Uslugi Transport Ewa Cielica; w = 159, n = 98), and a industrial
service and consulting company in the field of solar energy (enerparc.com; w = 90,n = 36).
The high number of active days, despite the sampling, indicates a high exchange of messages.
Interestingly, these hosts are not marked as ICS hosts by Censys, indicating the role of an ICS
monitoring station. In the data set of our transnational ISP, we do not find evidence for ICS
companies.
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Table 6.7: Relative ratio of tra Lc_fransitions for three ICS protocols at IXP. Non-industrial
tra Ccdriginates exclusively from cones and thus is not local.

Industrial Non-Industrial
BACnet HartIP Ethernet/IP BACnet HartlP Ethernet/IP
Member to Member 30% 22% 5% 0% 0% 0%
Member to Cone 24% 51% 29% 0% 0% 0%
Cone to Member 19% 9% 6% 46% 79% 52%
Cone to Cone 27% 18% 60% 54% 21% 48%
# Flows 59 78 9006 509 48 165

6.6.3 Locality of Non-Industrial Tra [c1

We analyze the locality of industrial and non-industrial 1CS tra [cLess local tra [cC_i$ more
likely to be part of Internet-wide scanning activities, whereas some ICS stakeholders may con-
sider locality as reason not to protect (industrial) ICS tra [Lc_WWe distinguish between topolog-
ical and geographical locality.

Figure 6.7 shows a typical inter-domain topology at an IXP. In addition to a source and
destination AS, packets may traverse ingress and egress ASes directly connected at the IXP.
ASes which send or receive packets over an IXP member are in the cone of this member. We
refer to tra Lc_as IXP local, if the following condition applies:

Source AS == IngressAS [ 1Egress AS == Destination AS

From a topological point of view, IXP local tra [c138 more trustworthy, because both ASes peer
directly with each other (maybe via a route server). In contrast to this, communication from
cones is rather expected from Internet-wide scanners, which are located in edge networks. At the
IXP, 90% of the BACnet and 40% of the HartlP tra [ci$ non-industrial. Comparing peering
transitions for these two protocols with Ethernet/IP, which exhibits only 2% non-industrial
tra [c, $hows a clear distinction, see Table 6.7. Non-industrial tra Cc_driginates only from the
cones of the IXP-members, hence is not local at the IXP.

Assuming that critical infrastructures are scanned by malicious hosts and proxies from ASes
located in foreign countries, we also check how often tra [ci$ locally bound to a country. We
do this by mapping the IP addresses to country codes based on MaxMind [123]. If the source
and destination IP addresses are located in the same country, we call the tra Cc_domestic.
Table 6.8 presents the results of our analysis of domestic tra Lc_JAlthough industrial tra [c i3
also exchanged across country borders (which might happen in the case of, e.g., global transport
companies), there is a clear trend for non-industrial tra Cc_Non-industrial tra [cid strictly non-
domestic, which highlights globally distributed scanning activities. On the other hand, up to
29% of the industrial tra [ci3 local, which makes it easy to contact and train the ICS network
operators in charge.
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Table 6.8: Relative ratio of domestic tra Lc_fbr three ICS protocols, compared to the overall
tra Cc_df each protocol at the IXP.

Industrial Non-Industrial
BACnet HartIP Ethernet/IP BACnet HartlP Ethernet/IP
29% 24% 1% 0% 0% 0.5%

6.7 Encrypted ICS Tra [Lc1

6.7.1 ICS Protocols and (D)TLS Extensions

To reduce the attack space of the vulnerable, traditional ICS tra Lc, 1CS protocols have been
recently extended to support Transport Layer Security (TLS) and Datagram TLS (DTLS).
While TLS works on top of TCP, DTLS works on top of UDP. These extensions ensure three
security objectives:

1. integrity, i.e., manipulated data is rejected,
2. authenticity, i.e., messages from untrusted devices are rejected,

3. authorization, i.e., not allowed actions are rejected.

The most recent TLS standard is version 1.3, which provides major improvements in the
areas of security, performance, and privacy. Most strikingly, TLS 1.3 enhances the handshake
behavior by encrypting more of the initial negotiation to protect privacy-sensitive data from
eavesdroppers. Also, an entire round trip from the connection establishment phase is removed.

We are aware of three ICS protocols that are extended by (D)TLS: Ethernet/IP [166],
DNP3 [259], and Modbus [268]. All of these protocols use a dilerent default transport port
in the encrypted version compared to the unencrypted version (see Table 6.9). Ethernet/IP
and Modbus enforce the TLS standard 1.2. This does not allow TLS downgrades during
handshakes, which makes both protocols vulnerable to older TLS-based attacks [272]. DNP3
uses a proprietary security extension called Secure Authentication (SA), in addition to TLS.
Please note that DNP3 SA only provides fine-grained device authentication and message in-
tegrity [242], [132]. Authentication can be performed in either direction (outstation or master)
and access control lists allow to enforce roles within an organization. However, as DNP3 SA
does not provide encryption, it does not protect from eavesdropping or prevents ICS detection
by passive tra Lc_dnalysis. In this analysis, we only focus on fully encrypted tra Lc_Hased on
TLS and DTLS.

6.7.2 Attack Vectors for Encrypted ICS Tra [c1

Unencrypted Transport Headers. ICS trac_dan be secured on three dilerent layers,
the network layer (IPsec), transport layer (TLS), and within the application (e.g., SA) [132].
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Table 6.9: Security extensions for ICS protocols.

ICS Protocol Extension Default Port
Ethernet/IP Secure TLS & DTLS 2221
DNP3 Secure TLS & SA 19999
Modbus Secure TLS 802

Extending each protocol based on (D)TLS has the advantage of minimal setup requirements.
(D)TLS, however, does not prevent eavesdroppers from dissecting network and transport layer
headers. Thus, attackers are able to conduct a port-based analysis, trying to detect ICS deploy-
ment. Limiting the tra Cc1b this subset, i.e., focusing on (encrypted) tra [c_dn the respective
ports only, reduces computational complexity and it becomes easier for attackers to detect in-
teresting targets. After detecting ICS deployments, attackers can utilize other attack vectors
in addition to tra [crhanipulations to disturb operations, e.g., volumetric DDoS attacks [266]
or IP prefix hijacks.
Machine Learning Classifiers of ICS Tra Lc_1An application protocol can be identified
in encrypted tra [c_@ven if not only the application but also the transport and network layer
are covered, e.g., in RDP tunnels [39]. Usually, characteristics that allow for fingerprints are
extracted based on statistical analysis. Such methods use a rich training data set and then
apply the trained classifier to identify features on a target data set [152]. Machine learning
approaches can also be used in the context ICS protocols, e.g., DNP3 message types can be
identified with high precision in encrypted IPsec tunnels [148]. We discuss, however, that hose
approaches conflict with inter-domain tra Cc_dnalysis as they are challenged by sampled data.
We will now inspect tra Lc_dctivities on default ports of encrypted ICS protocols. Then, we
will evaluate the potential of statistical fingerprints, e.g., by machine learning, of ICS tra [calt
IXPs.

6.7.3 Tra Lc Activities on New ICS Ports

We now analyze the tra CcMolume at the IXP for default ports of ICS protocols that support
encryption extensions, see Table 6.9. We do this as a longitudinal study of more than two
years so that tra Cc changes due to the specification and market release of the new extensions
become noticeable. It is worth noting that we count packets on ports independent of the
transport layer payload. Also, we do not exclude non-industrial ICS tra [c_ih order to observe
potentially increased scanning activity.

Overall, we did not observe any significant increase of tra [C_ih the last two years on the
respective ports (see Figure 6.8). The total number of sampled packets to or from the new ports
remains small. Only 0.013% of the total daily packet volume at the IXP can be attributed to
ports that belong to encrypted ICS protocols. At the beginning of the measurement period, we
observe synchronized valleys on the Ethernet/IP and DNP3 Secure ports. Also, the Ethernet/IP
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Figure 6.9: Number of DTLS packets associated with the Ethernet/IP secure port.

port exhibits one extreme tra Lc_deak in mid 2018. Unfortunately, we could not find any links
between these events and see no a [Tiation to ICS deployments. Based on that, we conclude
two findings:

1. The encrypted versions of the ICS protocols have not yet been incorporated by ICS
operators and also (potentially malicious) scan projects.

2. A simple port filter allows attackers in the Internet core to reduce the number of potential
ICS candidates substantially, i.e., the analysis becomes less computationally heavy.

Motivated by the second finding, we now inspect the encrypted application data for specific
fingerprints.
6.7.4 Application Fingerprints at the IXP

We now leverage Wireshark to fingerprint (D)TLS in the detected tra Cc._1Jsing ground truth
data, we verified that Wireshark is able to detect (D)TLS, even in scenarios that include trun-
cated packets. Wireshark detects (D)TLS tra Cchkuristically, i.e., by inspecting (D) TLS record
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Figure 6.10: Packet sizes for all DTLS packets and Ethernet/IP secure tra [c_candidates.

headers for valid content types and TLS versions, which are represented as a 1-complement.
At the IXP, we do not find any TLS packet related to the ICS ports but we do find on average
26 sampled DTLS packets per week (3.7k in total). All these packets include the Ethernet/IP
source or destination port, compare Figure 6.9. Please note that this plot represents the upper
bound for Ethernet/IP secure packets which are sent using default configuration.

We try to infer whether the encrypted tra [ci$ indeed Ethernet/IP. Unfortunately, common
features used in machine learning to infer application types are not available at the IXP due
to aggressive packet sampling and truncation. Such features include the packet inter-arrival
times, bi-directional tra Ccflow analysis, bit rates, etc. [152]. Even though we are challenged by
truncated packets, we can still determine the packet sizes of the IP packets by inspecting the IP
length field, which is not truncated. In case of ICS packets, we expect that these DTLS packets
are smaller compared to all other DTLS tra CC_WM/e observe a mostly bi-modal distribution for
both tra CcTiypes, exhibiting di [erkent sizes of classes (170 vs. 200 bytes, 1250 vs 1500 bytes),
though, see Figure 6.10. Overall, if encrypted Ethernet/IP tra [ci$ present in our candidate
sets, it remains well hidden and cannot be inferred by statistical and machine learning analysis
at the Internet core.

6.7.5 Stable ICS Deployments and Encrypted Tra [c 1

As an additional crosscheck, we test whether encrypted tra [c_ib sent by stable ICS deploy-
ments which previously exchanged unencrypted ICS tra [c_1To this end, we look for IPsec,
i.e., Encapsulating Security Payloads (ESP), and again DTLS tra [cfor such deployments. We
find no DTLS tra Lc_We find, however, two ICS deployments, which used an IPsec point-to-
point tunnel and exchanged 74k and 260 sampled packets, respectively. To better understand
the underlying deployment, we map IP addresses of these packets to their origin autonomous
systems. One of the tunnel end points is connected to an eyeball provider, the other to an
architecture o Lcel Based on these observations we suspect that the tunnels primarily carry
0 [cetrelated tra [c1
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6.8 Conclusion

In this chapter, we analyzed the unprotected tra [c_df protocols that interconnect industrial
control systems (ICS). Our key results obtained from an IXP and an ISP perspective, i.e., the
Internet Core, read:

ICS tra Ccidlentification is painful. Common open source tools for tra [cclassification and
analysis do not identify ICN tra [crkliably. Due to the limited deployment of ICS protocols,
there is a lack of fingerprinting tools. We introduced and explored an advanced but lean
approach to detect ICS protocols. Our methodology is based on common Wireshark dissectors,
but introduced several sanitizing steps that reduce the number of false positives. Given that
we have identified ICS scanners as well as industrial ICS deployments in our tra [cfkaces, we
are confident with our true positives.

Unprotected ICS tra [ci$ visible at the IXP. After sanitizing our data, we found over
330k ICS packets and one anomalous tra [C_peak at each vantage point. As Internet-wide
ICS scanners operate since several years, it comes as no surprise that inter-domain ICS tra [c1
exists. Hence, we developed a classification mechanism to di Lerkntiate between industrial and
non-industrial ICS tra [C_1The 96%-share of unprotected industrial ICS tra [c_dt the IXP
is alarming. Since we observe a regional IXP, cooperating companies from the same region
might exchange ICS tra Lc_In contrast, our ISP data represents a transnational link between
USA and Japan, representing the bridge between geographically distributed transit networks.
Intuition suggests, that distributed ICSs are rather local in deployment. Our results confirm
this intuition. With only 1.5% industrial ICS tra ¢, the ISP is mainly confined to scans.

New, stable ICS deployments detected. We isolated (non-) industrial ICS tra Lc,_hnd
could classify ICS packets that were exchanged by hosts such as known from the Censys scan
project. We also discovered previously undetected ICS devices, though, that belong to real
ICS eco-systems. We identified cases of very stable hosts, i.e., hosts that exchange ICS tra [c1
regularly. Such hosts are vulnerable to tra Lc_ nhanipulation attacks on a daily basis. We spotted
topological features for non-industrial ICS tra [ 1Such tra [c_driginates at IXP-cones and is
not domestic, i.e., source and destination are not located in the same country.

ICS Security extensions are disguised. We present a first study of ICS Security extensions
at the IXP, with a focus on DTLS tra [c._We do not find tangible signs of encrypted ICS tra [c1
Nonetheless, we present an upper bound for encrypted ICS tra [c_dt the Internet core. First
results suggest that (transport layer) ports registered for the security extensions experience
substantially less tra Lc_than other ports. This reduces the data size and hence computational
complexity for attackers, which attempt to find new ICS deployments.

Raising awareness of potential ICS attacks. The insights of this chapter help to find
unprotected ICS tra [cahd inform responsible stakeholders for improving protection. They also
allow to deploy a long-term monitoring system that can observe malicious inter-domain ICS
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activities. Solutions already exist (such as SSH tunnel, VPN, etc. ), but are not yet deployed,
leaving ICS data exposed to eavesdropping and tra [C_thanipulation attacks.

Future Work. In the future, we hope that ICS deployments will upgrade from unprotected
configurations to secure ones. Hence, we expect increased tra Lcvblumes on the default ports of
the secure ICS protocol variants. This will pave the way for more extensive analysis, including
machine learning methodologies which require larger data sets. Overall, observing ICS tra [c_1
from the Internet core will remain relevant (i) to quantify malicious scanning activities and (ii)
to detect misconfigured ICS deployments, even with security extensions.
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Chapter 7

Transparent Forwarders: An Unnoticed
Component of the Open DNS Infrastructure

Abstract

In this chapter, we revisit the open DNS (ODNS) infrastructure and, for the first time, system-
atically measure and analyze transparent forwarders, DNS components that transparently relay
between stub resolvers and recursive resolvers. Our key findings include four takeaways. First,
transparent forwarders contribute 26% (563k) to the current ODNS infrastructure. Unfortu-
nately, common periodic scanning campaigns such as Shadowserver do not capture transparent
forwarders and thus underestimate the current threat potential of the ODNS. Second, we find
an increased deployment of transparent forwarders in Asia and South America. In India alone,
the ODNS consists of 80% transparent forwarders. Third, many transparent forwarders relay
to a few selected public resolvers such as Google and Cloudflare, which confirms a consolidation
trend of DNS stakeholders. Finally, we introduce DNSRoute++, a new traceroute approach to
understand the network infrastructure connecting transparent forwarders and resolvers.

7.1 Introduction

The open DNS infrastructure (ODNS) [139] comprises all components that publicly resolve
DNS queries on behalf of DNS clients located in a remote network. This “openness” makes the

Table 7.1: Comparison of known open DNS components.

2014 2020 2021
(61 [117] [L74] [278] [273] This Work
# Rec. Resolvers n/a 20K 50K n/a n/a 32K (2%)
Forwarders
# Recursive n/a 1.4M 1.7M n/a n/a 1.5M (72%)
# Transparent 0.6M (2%) n/a n/a n/a n/a 0.6M (26%)
All ODNSes 25.6M 1.42M 1.75M 1.8M 1.6M 2.125M
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ODNS system a popular target for attackers, who are in search for amplifiers of DNS requests,
for periodic DNS scan campaigns, which try to expose the attack surface, and for researchers,
who want to learn more about DNS behavior.

Originally observed in 2013 [238], transparent DNS forwarders have not been analyzed in
detail since then, but fell o[the radar in favor of recursive forwarders and resolvers. This
raises concerns for two reasons. First, the relative amount of transparent forwarders increased
from 2.2% in 2014 to 26% in 2021 (see Table 7.1). Second, as part of the ODNS, they interact
with unsolicited, potentially malicious requests.

In this chapter, we systematically analyze transparent forwarders. Our main contributions
read as follows:

1. We characterize transparent forwarders and review DNS measurement methods. (Sec-
tion 7.2)

2. We experimentally show that popular DNS scanning campaigns do not expose trans-
parent forwarders and thus provide an incomplete view on the ODNS threat landscape.
(Section 7.3)

3. We measure the impact of transparent forwarders and find diverse deployments, heavily
dependent on the hosting country. For example, configurations of forwarders in South
America and Asia greatly contribute to DNS consolidation. (Section 7.4)

4. We introduce DNSRoute++, a new traceroute approach that leverages the behaviour of
transparent forwarders and explores interconnectivity in the ODNS. (Section 7.5)

5. We discuss transparent forwarders in a broader context. Most of the transparent for-
warders are CPE devices, either serving single end customers or larger networks. (Sec-
tion 7.6)

7.2 Background and Related Work

Open DNS (ODNS). Various DNS stakeholders [5] such as domain owners and network
operators operate autonomously and pursue di Cerknt goals. A common view on the DNS is the
ODNS infrastructure [139], client-side DNS speakers that openly accept requests from any host
(not related to oblivious DNS, i.e., ODoH). ODNS components have been previously classified
into recursive resolvers and forwarders [6], [139]. Recent Internet-wide scans show that the
majority (95%) of ODNSes are forwarders [117] but prior work does not further distinguish
between recursive and transparent forwarders and mainly assume only the presence of recursive
forwarders [80].

Figure 7.1 shows the expected behavior of all three ODNS components, which are commonly
used by stub clients. Recursive resolvers send queries recursively to authoritative name servers

160



7.2 Background and Related Work

,3UHVROYHU

SHEX UV )-¥iH

$XWKRU
O Yilbw H
6HUYH

OYHU

6UF 2SHQ S5HFXUVLYH 5HVROYHU H J

Figure 7.1: Overview of various ODNS components and their relation to common Internet-wide
scan setup.

and respond with the final answer to the original client (e.g., scanner). In contrast, forwarders
do not use DNS primitives to resolve names but forward queries to a recursive resolver [198].
Recursive forwarders can relay to restricted resolvers, however, transparent forwarders must
forward to open resolvers to act as an ODNS (otherwise, the resolver rejects the scanner IP
address). Upon receiving a final answer, a forwarder may cache it and relays it to the client.
Forwarders are often susceptible to fragmentation [160] or side-channel [95] attacks.

Introducing Transparent Forwarders. In this chapter, we argue that there are DNS for-
warders that do not receive DNS answers because they operate completely transparent. Such
deployment makes the distinction between recursive forwarders and transparent forwarders
necessary.

A recursive forwarder replaces the original source IP address of the client by its own IP ad-
dress. A transparent forwarder keeps the IP address of the original requester (e.g., 1Pscanner)-
The relaying behavior of transparent forwarders has two implications. First, answers are sent
back directly from resolvers to the original requester, i.e., they are neither observed nor cached
by the forwarder. Second, transparent forwarders spoof the IP address of the requester.

Surprisingly, Internet-wide, single packet scans lead to multiple answers from the same host,
e.g., 314k responses from 8.8.8.8. Our study verifiably links these to transparent forwarders.
Prior work removes these in a sanitizing step [117] or describes them as unexpected [89] but falls
short to identify the root cause. So far, transparent forwarders have been treated as an artifact
which can be utilized to measure missing outbound source-address-validations [72], [81].

Comparison of ODNS Classification Methods. Two methods are common to distinguish
recursive resolvers and forwarders: (i) Destination-specific DNS queries from a scanner, which
encode the destination IP addresses as a subdomain into the query name (e.g., 203-0-113-1.mydomain.com).
(ii) Source-specific responses from an authoritative name server, which inserts the IP address
of the immediate client (e.g., 203.0.113.1) into a dynamic A resource record of the query
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Table 7.2: Comparison of forwarder detection methods.

Custom
Queries Responses
[4], [72], [81], [139] [174], [117], this work
Utilization of caches None High
Load auth. name server High Low
Forwarder detection At server At client
Forwarder classification At client At client

name (e.g., mydomain.com A 203.0.113.1). This method can utilize two A resource records,
a client-specific record and a static control record to check for DNS manipulations.

The first method enables an analysis at the name server. If the IP source address of an
immediate client matches the encoded IP address within the query name, then the scanned
destination is a recursive resolver, and a forwarder otherwise. The second method requires
an analysis at the node that originally sent the query (e.g., a DNS scanner). If the IP source
address of the response matches the IP address within the A record, then the scanned destination
is a recursive resolver, otherwise the scanned node is a DNS forwarder. This condition does
not hold true anymore for transparent forwarders as recursive resolvers reply directly to the
scanning node.

Table 7.2 summarizes the (dis-)advantages of both methods. The query-based method is
particularly useful when the measurement objective needs to prevent caching, because the query
name is unique for each target. This increases the load at the authoritative name server, though.
The response-based method keeps the load at the authoritative name server low since it allows
to utilize caches. Although the first method allows to detect forwarders already at the name
server, classifying forwarders into recursive and transparent is only possible at the scanning
node because the source IP address of the response has to be evaluated. Such a classification
requires a correlation of DNS requests and responses to reflect the full DNS transaction. Hence,
we will deploy the latter method in Section 7.4.

7.3 Popular Scanning Campaigns and Transparent Forwarders

Censys [174], Shadowserver [278], and Shodan are popular scanning campaigns to reveal ODNSes.
To verify our assumption that these campaigns underestimate the current number of ODNSes

because they only record responses without correlating with the original target IP addresses of

requests, we conduct a controlled experiment.

162



7.3 Popular Scanning Campaigns and Transparent Forwarders

2XU 6HQVRUYV
'VW 3! 6UF yasr
> S5HFXUVLY¥H
<

6UF 3 S5HVROYHU '"VW .3y
([WHU(_DO.VW 6UF 28 3XEOUY
6FDQQHLV ? 5HVRO
RUZDUG|RU .
“eurF 3. VW 28
. (IWHUUR®Q
VW YRUZDUG %UFGF%QQ*U

\GUF 5H3/R0YH‘{|W6F£§”QQ,H/U/

Figure 7.2: DNS sensors. Black arrows indicate DNS messages visible to external scanning
campaigns.

7.3.1 Controlled Experiment

We develop and deploy three ODNS honeypot sensors, see Figure 7.2.

Sensor 1. Recursive Resolver. The first sensor behaves exactly like a public recursive
resolver. The sensor answers using the same IP address at which it also has received a DNS
request, 1P1. This configuration is a baseline measurement. We expect every viable Internet-
wide DNS scanning campaign to find this sensor.

Sensor 2: Interior Transparent Forwarder. We utilize two IP addresses, 1P to receive
DNS requests from a scanner and I1P3 to send responses. Both IP addresses are part of the
same /24 prefix. This configuration allows for the following inferences: (i) Scanners that report
1P, ignore the dilerknt IP address I1P3 in the response. They are RFC-compliant [245], and
implement DNS transactional scans. (ii) Scanners that report 1P3 only evaluate the responses
independently of the sent requests, which is a strong indicator for stateless, response-based
analysis. This sensor mimics the key behavior of a transparent forwarder, but, as both addresses
belong to the same IP prefix, the setup is easy to deploy. It does not require special network
configuration such as disabled source address validation. Moreover, we can ensure that a reply
is sent to the scanner.

Sensor 3: Exterior Transparent Forwarder. The third sensor implements a transparent
forwarder which relays spoofed packets to an external, public resolver. This sensor is reachable
at 1P, and forwards a request using the source IP address of the scanner. To allow for spoofing,
this sensor should be connected to a network that does not deploy source address validation [190]
and peers directly with the network of the public resolver. In contrast to the previous setups,
we do not receive the answer from the public resolver since the answer is sent directly to the
scanner. Similarly to sensor (2), we can infer the following: (i) Scanners that report P4 ignore
the di [Cerknt IP address in the response, indicating transactional scans. (ii) Scanners that report
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Table 7.3: Detection of our DNS sensors by popular scans.
Detected
Sensor 1 Sensor 2 Sensor 3

Scanner 1Py 1P, IP3 1Py
Shadowserver 3 8 3 8
Censys 3 8 8 8
Shodan 3 8 8 8

the public resolver will miss our forwarding sensor. This is because multiple responses from the
same source will be aggregated into a single DNS speaker.

Deployment Details. Our sensors resolve incoming requests using Google’s public resolver.
We verify that source address validation is not deployed in our network. Moreover, our network
peers directly with Google at an Internet eXchange point (1XP), so we are not exposed to filters
from upstream providers, as required for sensor 3. We confirm the correct operation of all
sensors by sending DNS queries and analyzing replies at the scanner. To prevent amplification
attacks [266], we configure a strict rate limiting such that each sensor is allowed to answer one
request every 5 minutes per source /24 prefix. We use a rate limiting based on the client prefix
since it also prevents DoS carpet bombs [52]. We deploy our sensors for multiple weeks and
then inspect the scan project results.

7.3.2 Results

All three sensors received scans from Censys, Shadowserver, and Shodan, but those scanners
did not identify all of our sensors as an ODNS component. We use Censys’ and Shodans public
search API to check which IP addresses of our sensors have been discovered. As owner of the
IP prefix that we used for our sensors, we have been informed by Shadowserver about our
Sensors.

All measurement campaigns discovered our public resolver (Sensor 1). None of them found
one of our DNS forwarders, see Table 7.3. Shadowserver reported the replying IP address 1P3
of Sensor 2, which, in real deployment, would represent the address of a recursive resolver.
However, Censys and Shodan did not report 1P3, which indicates that the responses did not
pass a sanitizing step, respectively. We conclude that transparent forwarders are currently
missed by these scanning campaigns. Given that the measurement results of these campaigns
are used by third parties, the impact of ignoring transparent fowarders is large. National
CERTS, for example, rely on data from Shadowserver to identify local ODNS systems.
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Figure 7.3: Top-50 countries with transparent forwarders. Countries with emerging markets
exhibit more transparent forwarders.

7.4 Measuring and Analysing Transparent DNS Forwarders

7.4.1 Measurement Method and Setup

Method. To identify transparent forwarders, we need to correlate requests and responses at
the scanning node. Our method aims for easy deployment, low measurement overhead, and
robustness against manipulations. It requires two steps. First, mapping replies to requests of
our scans. Second, classifying ODNS components.

To implement the first step, our scanner records the complete DNS transaction, i.e., source
and destination IP addresses, client port, and the ID used in the DNS header [245]. Assigning
replies to requests based only on IP addresses would introduce ambiguity since replies triggered
via transparent forwarders will include the source IP address of the resolver. Furthermore, to
enable Internet-wide parallel scans, we ensure unique tuples of transport port and 1D similar to
other asynchronous scanners [38]. Then, even if we receive replies from the same resolver used
by dilerent transparent forwarders, we can clearly map responses to requests (for a detailed
example, compare appendix Figure 7.7).

Our scanner requests a static name that belongs to a DNS zone which we control. The corre-
sponding authoritative name server replies with two A records similar to other approaches using
client-specific responses (details see Section 7.2). Performing full DNS transactions and using
a control resource record also helps us to identify distortions introduced by middleboxes [62].
After receiving replies, we correlate the client port number and DNS transaction 1D of responses
and previously recorded request data. We use a conservative DNS timeout of 20 seconds. Note
that this and the subsequent analysis of forwarders is part of post-processing the data. It does
not aledt the speed of scanning.

We then classify ODNS components. Utilizing the destination address of the request (I Parget ),
the response source address (I Presponse) and dynamic A resource record (Aresolver ), We apply:
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Setup. We deploy our scanner in a network, which allows for high packet rates without
triggering a DoS attack mitigation such as packet drops or rate limiting. We probe any public
IPv4 address and use moderate scanning rates, i.e., we need 18 hours for a full pass. Our author-
itative name server is implemented based on a common high-performance DNS library [243],
which supports up to 20k pps.

7.4.2 Results

The subsequent results are based on an Internet-wide scan from April 20, 2021. Ongoing, more
recent scans find the same results.

Detailed Comparison with Shadowserver. We find =536k transparent forwarders, iden-
tified by distinct IP addresses. Compared to Shadowserver [278], which does not detect trans-
parent forwarders, this reveals = 18% more ODNS components (compare Table 7.1).

It is worth noting that we identified, in sum, fewer recursive resolvers and recursive forwarders
compared to Shadowserver, because we require responses to include both A-records, with the
static control record being unaltered. Shadowserver requires only one correct A record. Omit-
ting this step in our method leads to similar numbers than Shadowserver. To be robust against
manipulation, we keep our more strict requirement and still detect more ODNS components in
total due to consideration of transparent forwarders.
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Figure 7.5: Popularity of public resolver projects. Google & Cloudflare are commonly used by
transparent forwarders.

Geo-Location of Transparent Forwarders. We now try to understand whether the de-
ployment of transparent forwarders is more popular in specific countries. To this end, we
successfully map 99.9% IP addresses to ASes based on Routeviews dumps. Then, we map ASes
to country codes with whois data und MaxMind. Figure 7.4 depicts the cumulative number of
forwarders per country. Roughly 25% of countries with at least one ODNS component do not
exhibit any transparent forwarder (highlighted in gray). We find, though, that ten countries
host 90% of all transparent forwarders .

Countries that only expose transparent forwarders to the ODNS may be missed completely
by scanning campaigns. Considering our complete data set, we do not find those cases. We find
5 countries hosting over 90% transparent forwarders, 4 of them are among the top-50 countries
(see Figure 7.3). 8 out of 9 countries with over 10k transparent forwarders are classified as
an emerging market [173], such as Brazil and India. With respect to all ODNSes in these two
countries, transparent forwarders account for more than 80%.

Common Public Resolvers used by Transparent Forwarders. DNS consolidation
directly correlates with how di Ccullt it is to detect transparent forwarders. This is because
the higher the consolidation, the more forwarders are hidden behind individual resolver IP
addresses. Hence, we analyze the used resolvers and assess the relative popularity of four large
public resolver projects (Google, Cloudflare, Quad9, and OpenDNS) per country. Figure 7.5
unveils that Google and Cloudflare are most common. Almost all transparent forwarders in
India relay requests to Google, for example. This aligns with recent complementary studies,
which show that 19% of Google DNS users are located in India [201]. Following these results we
can conclude that current scanning campaigns, which only consider DNS replies, underestimate
the amount of ODNS components per country since they observe responses only from 8.8.8.8
or other public DNS projects. Comparing Shadowserver and our data, the ODNS rank of the
top-20 countries varies up to 12 positions (details see Subsection 7.7.1).
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Table 7.4: Top-10 countries with highest “other” share (absolute) in Fig. 7.5. We show (i) the
ASNSs from which our scanner received most of the “other” responses, (ii) the number
of transparent forwarders, (iii) the share of responses in “other” for which the ASN
of Aresolver belongs to one of the four common resolver projects.

Country Top ASN # Transparent Indi_rect_
Forwarders Consolidation
Turkey 9121 52,663 0.3%
Poland 5617 24,879 1.4%
United States 209 14,546 18%
China 4812 11,030 0.9%
France 5410 5,268 0.8%
Indonesia 4622 5,154 27%
India 3356 5,037 48%
Brazil 262462 4,920 48%
Canada 21724 2,303 21%
Italy 3269 1,824 35%

Alternative Resolvers used by Transparent Forwarders. We find countries in which
transparent forwarders do not use one of the four common resolver projects (see “other” in
Figure 7.5). In order to understand the usage of alternative resolvers, we analyze the top-10
countries with most transparent forwarders in the “other” share. Our results are summarized
in Table 7.4. We detect two trends. First, countries such as India and Italy that already use
popular resolver projects frequently (direct DNS consolidation) also deploy complex forwarding
chains. In those cases, at our scanner, we receive DNS responses from IP addresses belonging
to the AS of the transparent forwarder. Analysing the IP address in the Aresover record
reveals, however, that our authoritative name server received the request from an IP address
outside this AS. This unwveils a dependency chain in which transparent forwarders relay to local
recursive forwarders, which then forward to a popular resolver project (indirect consolidation).
Second, we identify countries (Poland, France, China, and Turkey) that tend to not use public
resolvers at all. Here, we find larger forwarder pools but those forwarders use only 1 to 10
local resolvers. For example, a single DNS resolver (195.175.39.69, Turkish Telecom) is serving
almost all transparent forwarders from Turkey, which again masks their existence (for stateless
scans).

168



7.5 DNSRoute++

7.5 DNSRoute++

In this section, we introduce DNSRoute++, a tool to explore network properties around trans-
parent forwarders, and present two results.

Measurement Approach. DNSRoute++ is a traceroute application that exploits the be-
havior of transparent forwarders. In contrast to common traceroute, DNSRoute++ sends
DNS requests and continues incrementing the TTL when the target is reached. If the target
IP address is a transparent forwarder, we expect to receive TTL Exceeded messages from hosts
beyond the forwarder. In detail, DNSRoute++ (i) reveals all hops between a scanner and the
(target) transparent forwarder, then (ii) all hosts between the transparent forwarder and the
recursive resolver used by the forwarder. This works because the IP stack of the transparent
forwarder replies when the TTL is exceeded (which stops forwarding) and forwards a DNS re-
quest internally to the upper layers otherwise (which reveals hosts beyond a forwarder). We
scan all transparent forwarders.

Path Lengths to Public Resolvers. We compare path lengths from transparent forwarders
to their recursive resolvers, see Figure 7.6. We obtain over 70k paths to 1.1k ASNs after saniti-
zation. Our sanitization removes incomplete paths due to host churn or traceroute anomalies.
Short path lengths indicate sound anycast deployments.

We find that Cloudflare exhibits the shortest paths compared to Google and OpenDNS. On
average, Cloudflare resolvers are reachable in 6.3 hops. In case of Google and OpenDNS, we
observe 7.9 and 9.3 hops, respectively.

Doan et al. [35] performed similar path measurements using 2.5k RIPE Atlas probes in
729 distinct ASes. They also observe shorter paths to the Cloudflare resolver but a reverse
ranking in case of Google and OpenDNS. This dilerence might be due to the location of
measurement probes. RIPE Atlas probes are more likely located in North America and Europe,
transparent forwarders are more common in South America and Asia. It is worth noting that our
measurement approach only requires transparent forwarders and no deployment of dedicated
probes in external networks. Hence, our methodology is complementary.

AS Relationship Inference. Paths acquired with DNSRoute++ may help to infer AS
relationships. The autonomous system (AS) before the AS of a forwarder indicates an inbound
network (ASj,) and the AS after a forwarder the outbound network (ASqyt). If ASin = ASout,
we can assume a provider-customer relationship, since our scanner is outside the customer cone
of AS;,. After sanitizing AS mappings, we can utilize 27k paths and observe AS;, = ASgy; for
62% of the paths. We detect 41 provider-customer relationships that are currently unclassified
by CAIDAs relationship inference [171].
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Figure 7.6: Distribution of path lengths between transparent forwarders and their recursive
resolvers, separated by common recursive resolver projects.

7.6 Discussion

What is the purpose of transparent forwarders? Transparent forwarders diler from
intentional DNS manipulations. First, they are not part of transparent interception [63], [87],
[126], [288], which forwards queries to alternate resolvers and spoofs responses. Also, they
di [ed from DNS redirection, which changes response records for the sake of advertisement [77],
[156] or censorship [7], [80]. Lastly, they are not part of DNS tunneling, which carries ancillary
information [61] not related to name resolution.

We conjecture that transparent forwarders are misbehaving CPE devices, either serving a
single end customer or larger networks. To support this hypothesis, we perform an (i) AS-based,
(i) device-based, and (iii) prefix-based classification. For details about the classification, we
refer to Subsection 7.7.3.

Considering the top-100 ASes by the number of transparent forwarders, we find 79% ASes are
eyeball ISPs, 7% of other types, and 14% remain unclassified. 65 ASNs are 32-bit numbers [286],
i.e., belong to more recent AS deployments.

MikroTik produces low-cost routers and CPE devices which are often a[edted by vulnerabil-
ities [168], [23] and have been previously identified as DNS forwarders [81]. MikroTik’s price
policy seems to attract countries with emerging markets [173]. Overall, we attribute about 18k
hosts (23%) to MikroTik.

Finally, we find that 26% of transparent forwarders are located in a /24 IP prefix that hosts
less than 25 transparent forwarders. Such sparse population indicates that those forwarders
belong to CPE devices (e.g., home gateways) of individual end customers. On the other hand,
we also find that 36% of the transparent forwarders cover a /24 network completely. 50% of
the MikroTik routers we identified can be assigned to such a scenario.

All these observations strongly indicate that most of the transparent forwarders are miscon-
figured CPE devices. Whether these devices serve as a middlebox for a single customer or
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as router for a larger network does not aledt our results regarding consolidation and attack
potential.

Should scanning campaigns deploy transactional scans? Yes. Based on our mea-
surements, current implementations of stateless DNS scans miss transparent forwarders, which
account for 26% of all ODNS components. Interestingly, some countries host a disproportional
amount of transparent forwarders which makes them far more exposed to misuse than pre-
viously assumed. For those 15 countries, we find that they host at least 50% of transparent
forwarders and twice as much ODNSes as comparable studies detect.

Our transactional scans show that revealing transparent forwarders does not conflict with
fast, stateless scans. Transactional scans require little-to-none changes to existing scanning
infrastructures. Required changes include (i) the recording of outgoing scan tra [cdnd (ii) a
lightweight post-analysis, which matches queries and responses based on the client port and
DNS transaction ID. These changes do not impair the scanning rate itself. We focus on DNS
over UDP [245] as we do not expect transparent forwarding for DoT [199] and DoH [197]
since their connection-based requests conflict with IP spoofing. Also, for benevolent scanning
campaigns, we recommend utilizing custom responses and not custom queries for a forwarder
classification to limit adverse eledts. Encoding the IP addresses of targets leads to cache
pollution due to negative caching [198] and cache evictions of popular, legitimately used names,
which resembles random-subdomain [43] and water-torture [90] attacks. We find resolvers
serving >40k forwarders, which would introduce >40k cache entries to a single resolver.

What is the misuse potential? Transparent forwarders can be misused as invisible di [uders
for reflective amplification attacks as they relay the source IP address of the DNS request as-
is. Hence, spoofed packets (allegedly from the victim) are forwarded with the source address
spoofed by the attacker. Booters o Lering DDoS services utilize centralized attack infrastructures
to reduce costs and maintenance [137]. Misusing transparent forwarders (i) allows to reach mul-
tiple PoPs of anycast DNS providers despite their centralized infrastructure (e.g., Google allows
ANY requests) and (ii) impedes attribution by further obfuscating the origin of spoofed tra [c1

Overall, transparent forwarders likely belong to domestic setups but interact with unsolicited,
external requests, which might lead to impaired performance, security risks and liability impli-
cations.

7.7 Additional Analysis

7.7.1 Ranking Countries by ODNS Components

In this work, we showed that transparent forwarders amount to more than 25% of all ODNS
components. Common ODNS scan campaigns such as Shadowserver rank countries based on
the number of ODNS components but miss transparent forwarders (see Section 7.3). Table 7.5
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Table 7.5: Top-20 countries ranked by number of ODNS components, comparing this work and

Shadowserver.
This Work  Shadowserver  Dilerence/\
Country Rank #ODNS Rank #ODNS Rank #ODNS
China 1 632428 1 717706 0- 85278 .
Brazil 2 297828 6 49616 4 1 248212 1
United States 3 144568 2 137619 11 69491
India 4 102910 8 33510 41 69400 1
Russia 5 93498 3 102368 2. 8870
Turkey 6 76168 18 19298 121 56870 1
Indonesia 7 59972 5 56319 2. 36531
South Korea 8 49143 4 73790 41 24647 .
Argentina 9 43648 20 16974 111t 266741
Poland 10 43431 10 29175 0- 142561
Bangladesh 11 40917 16 22940 51 179771
Taiwan 12 37550 7 38525 5 975 |
Iran 13 36659 9 33444 4y 32151
France 14 25320 12 25763 2| 443 |
Italy 15 24766 14 24483 1. 283 1
Vietnam 16 21407 15 24266 1. 2859 .
Ukraine 17 20780 13 25307 41 45271
Thailand 18 19694 17 20474 11 780 |
Bulgaria 19 18443 n/fa 16239 =11 22041
Germany 20 16243 19 17788 11 15451

shows the change of ranks for the top-20 countries when considering the complete ODNS in-
frastructure by including transparent forwarders.

7.7.2 Measuring Transparent Forwarders

Figure 7.7 illustrates our response-based measurement method, which we explain in detail in
Section 7.4.

7.7.3 Details on the Deployment of Transparent Forwarders

AS Classification. We classify the top-100 ASes by transparent forwarder count. These ASes
cover 50% of all transparent forwarders. For each ASN, we map the network type using Peer-
ingDB. 37 ASes are Cable/DSL/1SP networks. Since the majority of ASes is not classified in
PeeringDB, we also perform a manual classification. We also perform a manual check whether
ASes that are classified as NSP provide eyeball Internet services. Based on our manual inspec-

172



7.7 Additional Analysis

e BHTXHV . BHVSRQVH  SHTXHV . .5HVSRQ\
,3 6UF 3 6UF ,3 6UF . 3 6UF ;
3 VW 3vw 3 'VW 3w

6UF 'VW 3RUW "6UF 'VW 3RUW 6UF 'VW 3RUW 6UF 'VW 3RUW

‘16 7;, 16 75, 16 7;, ‘16 7;,

'16 4XHU\ $ RXU: '16 4XHU\ $ RXUB '16 4XHU\ $ RXU::i'16 4XHU\ $ RXUB:
{55 % 771 55 $ 770
155 $ 771 55 $ 771

7UDQVSDUHQW )RUZDUGHU
@

/ >
SHFEXUVLYH .| 2XU $XWKRU

2>XU GFD%QHU 5HVROYH 1DPH 6HU
7UDQVSDUHQW pRUZDU > @ > @

Figure 7.7: Two transparent forwarders trigger DNS responses from the same recursive resolver,

identified by the same source IP address. Black arrows indicate DNS messages
observed by our infrastructure.

A
A

tion, we identify 42 additional ISPs. In total, out of the top-100 ASes, 79 can be considered
Cable/DSL/1SP networks.

Device Fingerprinting. For device fingerprinting, we use Shodan [273] and Censys [174].
To this end, we analyze all open ports and banner grabbing information. Shodan provides
information for 80k of 600k queried hosts. Inspecting the open port distribution, we find
a strong correlation for 10 MikroTik ports [23]. OS and product information collected by
Shodan confirm our observations becasuse the most common tags specify MikroTik. Censys
data confirms our results and also identifies the hosts as MikroTik devices.

Distribution in /724 Prefixes. We map each transparent forwarder to a (non-overlapping)
covering /24 IP prefix and count the number of forwarders per prefix. If all IP addresses of a
prefix reply to our transparent forwarder scans, we may assume that these replies are initiated
by a single device (e.g., some kind of middlebox that serves the whole prefix). In contrast,
for sparsely populated prefixes, we may assume multiple deployed devices (e.g., several CPE
devices that serve di[erhet customers).

41k distinct IP prefixes cover 0.6M transparent forwarders. Figure 7.8 shows the distribution
of the number of transparent forwarders in each /724 prefix. Overall, we observe a mixed picture.
26% of all transparent forwarders are located in sparsely populated prefixes (< 25 transparent
forwarders in a /24 prefix), and 36% in completely populated prefixes (= 254 transparent
forwarders in a /24 prefix). Only 806 prefixes are completely populated. In those cases, we
argue that a CPE device serves as a router for larger networks instead of a single end customer.
Using CPE devices outside of individual DSL/cable customers is not uncommon because CPE
devices are cheap and some implement routing protococols (e.g., MikroTik even BGP). In any
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Figure 7.8: We map all transparent forwarders to a covering /24 prefix. Some transparent
forwarders belong to individual end customers, others may serve a larger network.

case, whether the transparent forwarder function runs on a device that serves a single end
customer or a larger network, our results hold, the transparent forwarder interacts as an ODNS
component and uses the resolvers we observed.

7.8 Conclusion

We showed that the open DNS infrastructure comprises transparent forwarders—in addition
to its recursive components. These forwarders intensify the perceived threat potential of the
ODNS. We argue to include them in on-going and future measurements as they account for a
relevant impact and share. Our results bolster current concerns regarding consolidation of the
DNS, at least for countries that massively host transparent forwarders.

7.9 Ethical Considerations

We presented a method to discover a new type of public DNS forwarders, which may be misused
by attackers. We are in contact with federal security o [ced to include transparent forwarders
in their on-going measurements that inform network operators about vulnerable devices.

7.10 Artifacts

This section gives a brief overview of the artifacts of this chapter. We contribute tools to
conduct follow-up measurements as well as raw data and analysis scripts to reproduce the
results and figures presented in this chapter.

Hosting. All artifacts are available in the following repository:
https://github.com/ilabrg/artifacts-conext21-dns-fwd

This public repository provides up-to-date instructions for installing, configuring, and running
our artifacts. We also archive the camera-ready version of our software on Zenodo:
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https://doi.org/10.5281/zenodo.5636314

Future Measurements. We plan to continue our experiments. Future measurement results
will be available on https://odns.secnow.net.
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Chapter 8

On the Interplay between TLS Certificates
and QUIC Performance

Abstract

In this chapter, we revisit the performance of the QUIC connection setup and relate the design
choices for fast and secure connections to common Web deployments. We analyze over 1M Web
domains with 272k QUIC-enabled services and find two worrying results. First, current prac-
tices of creating, providing, and fetching Web certificates undermine reduced round trip times
during the connection setup since sizes of 35% of server certificates exceed the amplification
limit. Second, non-standard server implementations lead to larger amplification factors than
QUIC permits, which increase even further in IP spoofing scenarios. We present guidance for
all involved stakeholders to improve the situation.

8.1 Introduction

The QUIC protocol [203] was designed to improve Web performance and reduce access la-
tency [29], [143] while keeping communication confidential [32]. A key approach is the reduction
of initial roundtrip times by integrating the QUIC handshake with the TLS 1.3 handshake and
coalescing multiple QUIC packets into one UDP datagram. At the same time, security concerns
about the UDP-based QUIC protocol demanded to limit the amplification potential, i.e., the

el Initial Message (Client Hello ) >
[: Initial Message (ACK, Server Hello )
Client < Handshake Message (TLS) SERET

Initial Message (ACK
(uic) Handshake Message (ACK, TLS

. M‘ulti—RTT (if server data > 3x Client Initial

| @uic)

)
Handshake Message (TLS)

Should be < 3x Client Hello.
Mainly steered by TLS cert chain of server.

Figure 8.1: In QUIC handshakes, server replies are limited to 3% the size of the client Initial
until the client is verified.
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byte ratio of the server answer to the client request, for the initial reply to an (unauthenticated)
client.

In QUIC, the details of a connection handshake depend on a variety of factors: version nego-
tiation, QUIC retry option, packet coalescing, and the size and compression of TLS certificates.
In this work, we focus on the latter because it has great relevance for the handshake process,
see Figure 8.1. Using active and passive measurements we observe significant e [edts on latency,
amplification, and protocol behavior in current deployments.

In detail, we contribute the following.

1. Background on the interplay between the QUIC handshake and TLS certificates and prior
work (Section 8.2).

2. A measurement method to systematically analyze the problem space (Section 8.3).

3. Analysis of QUIC server behaviors for dilerknt sizes of client Initial messages. The
majority of QUIC servers incorrectly amplify handshakes or require multiple RTTs, even
for common Initial sizes used by Web browsers (Subsection 8.4.1).

4. An in-depth study of QUIC handshake behavior that shows that multi-RTT handshakes
are caused by large certificates and missing packet coalescence. Furthermore, some cer-
tificates unnecessarily contain cross-signed certificates instead of self-signed versions or
include their trust anchors (Subsection 8.4.2).

5. Empirical results highlighting the benefits of certificate compression during the hand-
shake. 99% of certificate chains would remain below the allowed amplification factor
(Subsection 8.4.2).

6. A major reason why large amplification factors may appear during connection setups
in the wild. For large CDNs, we observe up to 45x amplification for spoofed hand-
shakes (Subsection 8.4.3).

7. Guidance to improve the situation (Section 8.5) and our artifacts, which are publicly
available (Section 8.8).

8.2 Background & Related Work

In this section, we briefly recap the QUIC protocol mechanics of the connection setup, introduce
challenges of TLS certificates that undermine fast setups, and discuss related work.

The QUIC handshake and amplification mitigation. QUIC [203] was designed to provide
low latency, reliability, and security on top of UDP. A crucial part is the initial connection setup,
which should be fast [157] and prevent attacks related to amplification [133], [266] or state
exhaustion [110]. For this purpose, the QUIC handshake integrates TLS within the protocol
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handshake. A client starts with an Initial that is answered by an Initial from the server and
a Handshake packet that can be sent in a single UDP datagram (packet coalescence). The client
confirms receipt with an Initial ACK and then sends an its Handshake message. The server
resends unconfirmed Initial and Handshake packets. Protection against state exhaustion is
achieved when a server uses RETRY packets but such protection is rarely deployed [110].

To prevent amplification attacks, a server must not reply with more bytes than the QUIC
anti-amplification factor allows until the client IP address is verified. RFC 9000 [203] limits
the data size from the server to 3x the bytes that have been received in the client Initial,
see Figure 8.1, and includes padding and resent bytes [202]. After the server validates the
client by a complete roundtrip, it is free to send any amount of data. The factor of three is
low compared to the amplification potential of other protocols [133], [266]. We recap the IETF
design of the threshold in more detail in Subsection 8.6.2.

QUIC TLS connection setup. QUIC integrates TLS 1.3 [263] to cater for authenticated
confidentiality and integrity [281]. A TLS 1.3 handshake is initiated by a client sending its
supported cipher suites, key parameters, and other metadata in the first Initial message to
the server, which in turn replies with its own parameters and an X.509 certificate [178] used to
authenticate its identity [281, 8§4.4.].

In contrast to TLS over TCP, the sum of first responses of a QUIC server must not be larger
than the anti-amplification factor. This limit reduces the amplification attack surface but
poses a challenge for benign QUIC peers to achieve the goal of low latency and low connection
overhead. Either the client sends an Initial that is large enough to allow the server to
accommodate its reply within the anti-amplification limit, or the server adapts responses to be
small enough. Please note that the size of a server reply is mainly determined by its certificate,
i.e., the complete certificate chain sent by the server. Subfigure 8.2(a) illustrates the structure
of a TLS certificate.

Popular browsers use between 1250 and 1357 bytes in the Initial message, which can
easily conflict with common sizes of server certificate (see Section 8.4 for details). Depending
on public key and signature algorithms in use, sizes of issuer and subject names, as well as
extensions (e.g., subject alternative names), the total size of a certificate may vary by an order
of magnitude. Subfigure 8.2(b) depicts the size distribution from our data corpus; certificate
extension fields followed by signature and public key fields are the most space consuming in
certificates. A server can apply optimizations to its own certificate sizes, but it has no control
over intermediate certificates that it delivers as part of the certificate chain of trust. To compress
the entire chain, TLS 1.3 provides certificate compression [192]. To take e [edt, client and server
must support compression. While the adoption of TLS 1.3 is well studied [56], analysis of
certificate compression deployment is not included in prior research.

QUIC performance and adoption. QUIC provides good performance [17], [21], [28], [67]
and can outperform TCP. Prior work suggests that some security trade-o[Svere specifically
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Figure 8.2: Example of a TLS certificate and our observed distribution for various X.509 cer-
tificate field sizes.
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made in favor of improved latency [91]. The handshake, however, can su[en from additional
latency if client and server do not agree on a version directly [46].

Prior deployment studies mainly focus on the availability of QUIC services. QUIC adoption
started before the finalization of the standard [94], [144], [149] and continues since then [163],
led by hypergiants [247], [135]. DNS over QUIC lacks wide adoption and exhibits ine [Ccieht
handshakes due to large certificates if Session Resumption is not used [74], [75]. Most closely
related is [255], showing that 40% of QUIC handshakes with uncompressed certificates may trig-
ger an additional roundtrip, based on data from a specific CDN. To the best of our knowledge,
this work is the first that systematically assesses the impact of TLS certificates on QUIC per-
formance, leveraging comprehensive measurements.

8.3 Measurement Method and Setup

We search for (i) common HTTPS services and (ii) QUIC-services, to collect related TLS cer-
tificates and compare performance of protocol design and deployment choices. In this chapter,
we use the term service to quantify the number of domains served via a specific protocol, ir-
respectively of whether these domains are delivered by the same IP host, i.e., we present a
domain-centric perspective. The point of departure for our scans is the Tranco list [122] gener-
ated on September 10, 2022, since the Tranco list provides a good compromise [138] between
reflecting popularity and robustness. Subsequently®, we scan 1M domain names to broadly
capture what clients receive when contacting a web domain.

When conducting our measurements, we leverage existing tools where possible and mini-
mize extensions to achieve maintainability and ease reproducibility. Unfortunately, there is no
single tool available that implements all necessary features. \We present an overview of our
toolchain in Section 8.8, Figure 8.14.

8.3.1 TLS Certificate Scans via HTTPS

Not all names in the Tranco list resolve to web servers that allow for TLS over TCP connections.
For each name in the list, first, we try to resolve IPv4 addresses using Google public resolver
8.8.8.8. Upon success, we then try to establish HTTP connections on ports 80 and 443 and
follow any redirects using HTTP(S) (status code 3xx) and HTML (meta tag with http-equiv
attribute). For every secure domain, including all redirects, we collect TLS certificates.

We were able to resolve 976k (out of 1M). For 13k names, the domain query returned
SERVFAIL, 9k could not be resolved (NXDOMAIN), and the remaining either timed out (10s)
or refused the answer (REFUSED [179], [245]). About 866k names returned an IP address (A

1We immediately trigger our twofold scans (TLS/HTTPS scan followed by a QUIC scan) after the publication
and retrieval of the Tranco list. Facing the trade-o Cktween aggressive, likely more precise scans, e.g., due to
(i) TLS certificate rollovers or (ii) tra [c_ehgineering, and friendly, low-impact scanning rates, we decide upon
rates that finished both scans within the same working week, representing our main measurement period.
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record). For every domain name which resolved to an IP address we tried to establish an
HTTP connection on both ports 80 (HTTP) and 443 (HTTPS). After following redirects, we
collected 821k unique certificates for more than 1.1M names along the redirection path.

8.3.2 QUIC Scans

We analyze QUIC handshakes in two scenarios: (i) a complete handshake including client
verification and (ii) an incomplete handshake imitating an unverified client, e.g., when clients
spoof IP addresses.

Complete handshakes. We scan all domains discovered during our certificate collection via
HTTPS and assign each successful handshake to one of the four groups:

1. 1-RTT (optimal): Handshakes that complete within 1-RTT and comply with the
anti-amplification limit.

2. RETRY (less e [cienht): Handshakes that require multiple RTTs because the Retry
option is used [203, 88.1.].

3. Multi-RTT (unnecessary): Handshakes that do not use Retry but require multiple
RTTs because of large certificates.

4. Amplification (not RFC-compliant): Handshakes that complete within 1-RTT but
exceed the anti-amplification limit.

To conduct QUIC handshakes and assign groups, we use quicreach [241], extended by RETRY
support. We find 272k QUIC services ( [25%). To investigate the e [edt of client Initial sizes
on server handshake behavior we vary the client Initial size between 1200 bytes (mandated
minimum [203]) and 1472 bytes (dictated by our MTU since QUIC forbids fragmentation) in
steps of 10 bytes. Handshakes targeting the same domain service pause 30 minutes to avoid
side e [edts such as DDoS mitigation.

quicreach does not provide access to certificates nor does the underlying stack support
certificate compression. We rescan with (i) QScanner [284] to access TLS certificates sent over
QUIC and (ii) extend quiche [196] to support three popular TLS compression algorithms in
QUIC.

In the majority of cases (96.7%), we find that the same TLS certificates are used in both
QUIC and HTTPS deployments for the same domains, which confirms prior work [163]. For
the remaining 3.3% of QUIC services, certificates di[ed from TLS over TCP. These di [erknces
are mainly due to certificate rotations during the period of time between our HTTPS and
QUIC scans, leaving only 0.47% of QUIC services with di[erknt certificates because of other
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Figure 8.3: Influence of QUIC Initial sizes on the QUIC handshake. With respect to all
names, we find almost no e [edt.

reasons. To sanitize inconsistent data, we decide to base our QUIC certificate analysis on the
TLS certificates gathered via HTTPS.

Incomplete handshakes. To analyse the performance when a client successfully initiates
but does not complete a handshake, e.g., because of malicious activities, we conduct two mea-
surements. First, we collect QUIC backscatter from a telescope during January 2022. Since
telescopes do not emit any tra [C, We can observe server behavior to non-responding, spoofed
client IP addresses. Here, we group QUIC tra Lc_Hy major content providers and source con-
nection IDs (SCIDs). Second, we send a single Initial of 1252 bytes to the servers without
sending ACK messages, using ZMap [38].

8.4 Results

In this section, we (i) present our analysis of complete handshakes, (ii) study TLS certificates
as potential reason for performance drawbacks in more detail, and (iii) show results that reveal
QUIC amplification potentials in the wild.

8.4.1 Classifying QUIC Handshakes

Overview. Figure 8.3 shows the absolute number of handshakes types for all QUIC-reachable
names, depending on the Initial size. For an Initial size of 1362 bytes, which is similar to
common browser default values (see Table 8.1), we find that 61% of handshakes are classified as
amplifying and 38% as requiring multiple RTTs. Worryingly, the Retry and 1-RTT handshakes
account for only 0.07% and 0.75%, respectively. This means that a priori DoS protection and
fast handshakes are rare, unveiling that the QUIC design goals have not been met in the
wild, yet.
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Table 8.1: Comparison of QUIC INITIAL packet sizes and support for TLS 1.3 certificate com-
pression in popular browsers.

Init. Size Compression
Browser Version [Bytes] Algorithm® Rate* Services®
Firefox 101.x 1357 - - -
Chromium-based* 105.x 12502 brotli 73% 96%
Safari (macQS) 15.5 no QUIC zlib 74% 0.05%
zstd 72% 0.05%

1 Chrome 102.x, Brave V1.39, Vivaldi 5.3.X, Edge 102.x, Opera 88.0.x.
2 Recently reduced from 1350 [194]. ® Tested with TLS 1.3 in TCP.
4 Mean rate observed by our Quiche client. ® Out of 272k QUIC services.
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Figure 8.4: Amplification factor during first RTT. For complete client handshakes, the amplifi-
cation is relatively small.

We now investigate the e [edt of dierent Initial sizes. We find that amplifying handshakes
occur independently of the Initial size. However, we observe an interdependence between
multi-RTT and 1-RTT handshakes. With larger Initials, multi-RTT handshakes are less
likely and 1-RTT handshakes more likely (de- and increase by [1%). This nicely illustrates the
performance impact of the interplay between Initial sizes and deployed certificate sizes.

We also observe that the reachability of QUIC services is reduced by 1.2% for large Initials,
as indicated by the decreased height of the stacked bars. Interestingly, this eledt is more
pronounced for top-ranked services (not shown). The top 1k and top 10k domains are seeing a
25% and 12% drop in reachability, respectively. We argue that this corresponds to load-balancer
deployments that are more likely to be used for very popular names. Load-balancers utilize
packet tunneling to distribute the load across multiple, redundant server instances. Packet
encapsulation used during tunneling adds bytes due to additional headers, which then exceed
the local MTU. Our observations of reachability issues comply with prior measurements [33].
Other than that, we find little di [erknces across ranks, compare Subsection 8.6.3.

1-RTT exceeding anti-amplification limit. Independently of the Initial size, the ma-
jority of handshakes exceed the anti-amplification limit in the first RTT. We calculate the
amplification factor for our default INITIAL scans of 1362 bytes by dividing UDP payload
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Figure 8.5: Payload exchanged during multi RTT handshakes. TLS bytes almost always exceed
the limit but also QUIC padding can have a significant impact.

bytes received by the UDP payload bytes sent by the client. Figure 8.4 shows the amplification
distribution. The amplification factor, although exceeded, remains relatively small below 6x.

Cloudflares missing coalescence explains amplification. Based on TLS information and
additional IP prefix mapping, we find that 96% of the amplifying handshakes are completed with
Cloudflare servers and subject to the same implementation behavior. Surprisingly, we observe
exactly 2462 superfluous QUIC padding bytes for =157k handshakes. In these cases, although
the TLS data can vary in size, the remaining QUIC bytes are constant in size. Cloudflare servers
do not support packet coalescence at two levels: (i) Initial flags are sent separately, leading
to two UDP datagrams. The first containing the ACK and the second the ServerHello flag,
both of which are padded resulting in 2462 extra bytes, although only the latter elicits ACKs
and thus requires padding. (ii) We do not observe any coalescence of Initial and Handshake
messages. The extra bytes account for =60% of the limit but are (incorrectly) not considered
during amplification limit checks. We report this implementation shortcoming to Cloudflare.

Retry. We observe =200 services that predominantly request a Retry to authenticate client
addresses. We conclude that always-on DDoS mitigation is currently not widely adopted,
however, Retrys might also be triggered adaptively based on the current server load.

Multi-RTT (no Retry). Due to rare deployment of always-on Retry messages, we assume
that multi-RTT handshakes are caused by other factors. We analyze these factors, i.e., TLS
certificates, in more detail in the next section.

8.4.2 Impact of TLS Certificates

We presume that TLS certificate data causes multi-RTT handshakes. To verify our assumption,
we divide the bytes exchanged during a handshake into TLS payload and QUIC-related payload,
e.g., QUIC header and padding.

In the majority of cases (87%), TLS payloads alone exceed the amplification limit (see Fig-
ure 8.5). The distribution of (uncompressed) certificate chain sizes exchanged over TLS is
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Figure 8.6: Distribution of certificate sizes grouped by QUIC support.

Figure 8.7: Certificate chain sizes, depths and their dependency.
the additional bytes required for the maximum leaf size. Dotted lines
represent the max allowed reply sizes of a server given common client Initial
sizes. The x-axis is cut o[ak 4200 bytes. Average sized certificate chains are likely
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Figure 8.8: Mean sizes of certificate fields for QUIC domains. Non-leafs contribute most bytes
to large chains.

shown in Figure 8.6. Overall, we observe a median of 2329 bytes for certificate chains delivered
by QUIC domains compared to 4022 bytes for other names. We find that 35% of all certificate
chains exceed even the larger of the two common amplification limits (3:1357 bytes). This
means that domains without QUIC support will be aledted negatively when they decide to
support QUIC in the future and continue to use existing certificates.

Popular parent certificates for QUIC unveil consolidation. By zooming into certificate
chains, we examine how the choice of a specific CA can impact the size of the certificate chain
that a service provider needs to deploy. For this analysis, we exclude certificate chains that are
not ordered correctly. Figure 8.7 exhibits the top-10 certificate chains deployed. Each white
box represents the sizes of the certificates in the chain (excluding leaf certificates), yellow boxes
( ) and orange boxes ( ) represent the median sizes and the largest leaf certificate that we
observed in that chain.

Overall, we find that 7 out of 10 parent chains, together with the median leaf size, exceed
common amplification limits (5 out of 10 for HTTPS-only services).

For both QUIC and non-QUIC services the shortest chains, i.e., the smallest number of
intermediates, are issued by Cloudflare followed by Let’s Encrypt R3, GlobalSign, DigiCert,
and GoDaddy. We also observe cases in which cross-signed certificates are redundantly in-
cluded in chains while the self-signed version of the same public key is already included in
client trust stores. For example, row (2) and (3) in Subfigure 8.7(a) include the cross signed
version [220], [269] of ISRG Root X1 (signed by DST Root CA X3) instead of relying on the
self-signed variant [220], [270], as in row (§). In other cases, servers superfluously include trust
anchors (i.e., root) certificates (e.g., row (9) in Subfigure 8.7(b)).

Furthermore, a high consolidation trend for QUIC services is visible, as the top-10 parent
chains cover 96.5% of QUIC services. For HTTPS-only services, this trend is less pronounced
with only 72% of services. Consequently, to improve the deployment of QUIC services, opti-
mizing the parent chains can have a significant, beneficial e[edt but only needs to involve a
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Table 8.2: Relative ratio of crypto algorithms and key lengths [bits] in use (limited to types
with a frequency of > 1%). HTTPS-only domains depend heavily on RSA.

RSA ECDSA
Service Certificate 2048 4096 256 384
QuIC Non-leaf —— —  15.1% 22.4% 40.4% 22.1%
Leaf 19.2% 1.4% 78.9% 0.0%
HTTPS-only orn-leaf — 63.3% 321% 2.7% 1.6%
Leaf 814% 8.1% 7.8% 1.9%

small number of stakeholders. Certificates delivered by QUIC servers tend to use more e [cieht
crypto algorithms, though, compared to non-QUIC Web services (see Table 8.2).

Non-leaf certificates bring the heavy load. We find very large certificate chains requir-
ing transmissions between 18k and 38k bytes, indicated by the long tail above 4000 bytes in
Figure 8.6. We proceed to use this value as a threshold to classify certificate chains.

Figure 8.8 depicts the mean size of various TLS certificate fields divided into leaf and non-
leaf certificates. We observe that for large chains the sum of public key and signature sections
on non-leaf certificates has the biggest impact on the chain size. This again shows the nega-
tive e [edts of selecting a large non-leaf parent chain, even if the related leaf certificate has a
reasonable size.

We also find that large cruise-liner leaf certificates [20] are rarely used in QUIC deployments,
details see Subsection 8.6.4.

Compression helps. Compressing certificate chains can avoid exceeding anti-amplification
limits and thus improve the situation in the future. Our synthetic experiment of compressing
collected certificate chains shows a median compression rate of =65%. This keeps the size
under the amplification limits for 99% of TLS chains, which in turn prevents multi-RTT QUIC
handshakes.

We find that 96% of QUIC services currently support the brotli algorithm, which is used by
Chromium derivatives. The support of multiple algorithms, however, is very rare with only
0.05% of QUIC services olering all three. These services relate to Meta.

The mean compression ratio in the wild is 73%, which is close to our synthetic experi-
ments. Here, 99% of all compressed certificates fit below a common anti-amplification limit
(3:1357 bytes).

8.4.3 Examining Amplification Potential

Our previous analysis considered the behavior of servers when handshakes complete successfully.
Now, we consider the case when a client fails to send an ACK to a server response. This would
cause a resend of data by the server. Since the client IP address is not verified all resends must
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Figure 8.9: QUIC amplification factors including resends when clients do not respond (e.g., due
to spoofing). Amplification increases drastically.

comply in sum with the 3x amplification limit. A resend occurs, for example, when malicious
actors initiate a handshake with a spoofed IP address. All resends, i.e., amplified tra [c,_hre
reflected to the spoofed address belonging to a victim.

Figure 8.9 depicts amplification factors of handshakes collected at our telescope vantage
point. We sum all bytes received from a server for a specific SCID, and divide by an assumed
client Initial of 1362 bytes. All hypergiants exceed the amplification limit due to resends. The
majority of Cloudflare and Google backscatter tra Lcrémains below factors of 10x<. Worryingly,
tra Lcfilom Meta servers lead to amplification factors of up to 45x. As a crosscheck, we inspect
the duration of backscatter sessions for Meta. We find a median of [LI$ and a maximum of
206s. This indicates that the amplified tra [c_ib received within a short time frame and the
observed amplification factors are not biased by e.g., reused, overlapping SCIDs.

To confirm that Meta servers do not comply with the current QUIC specification [203], we
conduct active scans as follows. We send a single QUIC Initial but do not acknowledge the
response. We focus on the /24 subnet of a Meta point-of-presence and identify three groups of
IP addresses:

1. No response or <150 bytes, due to no QUIC HTTP3 service.

2. Responses of =7k bytes, which corresponds to an amplification factor of over 5x. IP
addresses that typically serve facebook.com (*.35, *.36) belong to this group.

3. Responses of =35k bytes, which corresponds to an amplification factor of over 28x<. This
amplification factor is similar to what can be achieved using popular amplification proto-
cols [133]. We find IP addresses that relate to Instagram and WhatsApp (*.60, *.63)
belonging to this group.

Overall, our active scans confirm the telescope observations. Current deployments of Metas

QUIC implementation mvfst [187] do not respect the 3% limit in case of resends. Those
deployments can be misused as amplifiers in attacks.
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8.5 Discussion & Guidance

Should the QUIC protocol specification be updated? Our results suggest that the
QUIC anti-amplification limit specified in RFC 9000 [203] is indeed tight but large enough to
achieve 1-RTT handshakes. The limit does not need to be increased to foster better deploy-
ments when network conditions are reliable. In the case of packet loss and necessary resends,
the anti-amplification limit challenges performance, though. It allows for at most one single
retransmission of all server Initial and Handshake messages, given current certificate deploy-
ments including small ECDSA certificate chains and certificate compression. Dealing e Lciehtly
with loss of messages during the connection setup seems an open challenge.

Next to protocol design challenges, we also find non-standard QUIC implementations that
amplify during the 1-RTT handshake and increase significantly for incomplete QUIC hand-
shakes. More comprehensive testing of QUIC implementations is clearly needed.

Does certificate compression help? We found that certificate compression is an impactful
extension to allow servers staying below the amplification limit. Unfortunately, popular TLS
implementations such as OpenSSL do not support certificate compression. Given that recent
QUIC implementations (e.g., Microsoft QUIC) depend on existing TLS libraries, compression
may remain in far reach and alternate measures are required to improve the situation.

Can a QUIC client mitigate lack of compression? To be independent of certificate
compression, a QUIC client could maintain a cache that includes certificate sizes of servers that
the client frequently requests. For entries in the cache, the client can then adapt the size of
Initial requests to comply with the anti-amplification limit of the servers and achieve low
latency connection setup.

Guidance for certificate authorities. We argue that carefully created TLS certificates and
certificate chains can positively influence the QUIC protocol performance. ECDSA certificates
lead to substantially smaller certificates chains. They can, however, not unfold their potential
because especially root certificates are secured by RSA algorithms. Our results show that
updating these certificates can have beneficial cascading e [edts.

Guidance for QUIC implementations. We infer the following guidelines when imple-
menting QUIC network stacks: First, at the server side implementation, bytes that result
from padding or Resend must be included in anti-amplification limit checks. Second, enabling
packet coalescence at the server is recommended to omit padding and thus free space for TLS
certificates reducing the need for additional round trips. However, this can increase the la-
tency when large-scale deployments deliver certificates by servers others than those providing
content. Third, we recommend the integration of a TLS library that supports compression to
compensate large TLS certificates, which currently trigger multi-RTT handshakes.
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8.6 Responsible Disclosure and Additional Analysis

8.6.1 Ethical Considerations

This work may raise the following ethical concerns.

Educating attackers. We discovered deployment behavior that conflicts with DDoS mitiga-
tion required by RFC 9000 and hence enables misuse. We follow a responsible disclosure policy
and aim for fixing the bugs in collaboration with Cloudflare and Meta.

Responses from hypergiants. Meta significantly improved their QUIC deployment in
October 2022. By rescanning all host addresses in /24 on-net prefixes, we now observe homo-
geneously configured servers that limit the amount of QUIC retransmissions in case of unverified
clients. However, with a mean amplification factor of 5%, the responses still exceed the anti-
amplification limit specified in RFC 9000. We show the results in Figure 8.10, including 95%
confidence intervals.

Cloudflare has responded, and explains the reason to exceed the limit is to help improve
client performance, while respecting production constraints that are omitted from the QUIC
specification. Specifically, in production environments the information needed to populate
the ServerHello is contained in certificates that may be managed separately from connection
termination, and unavailable at the moment of arrival of the client’s Initial. The delay a [edts
client estimates of RTT. Cloudflare mitigates the delay by immediately responding to client
Initials with an ACK padded at the UDP layer. This occurs once, so the amplification factor
is bound.

8.6.2 QUIC Anti-Amplification Limit

In Table 8.3, we show the historical development of QUIC amplification mitigation as proposed
in the dilerent versions of the QUIC Internet Draft. Although amplification attacks have
already been mentioned in Draft 01 [208], no limitations to reduce the attack potential have
been specified for servers. Draft 02 [209], at least, specifies that clients must ensure that the
first packet in a connection, i.e., commonly an INITIAL, meets the requirement of minimum
packet size. This requirement limits the overall amplification factor since any attacker needs
to invest a minimum amount of data.

In Draft 09 [204], the first restriction for servers is introduced. A server may close a connection
with an error code in the case of a too small client INITIAL. Otherwise, it must not respond
or behave as if any part of the o[endding packet was processed as valid. In Draft 10 [205], a
server is limited by the number of HANDSHAKE packets a server is allowed to send to unverified
clients, even though this is not explicitly noted in the context of amplification mitigation. Since
Draft 15 [206], the anti-amplification limit is specified relative to the client. Since Draft 33 [207],
including the current RFC [203], this limit has been specified to three times of received data.
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Figure 8.10: Mean amplification factors for Meta services observed at all point-of-presences.
We see a significant improvement after the responsible disclosure of our results.
The anti-amplification limit is still slightly above the allowed threshold.
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Table 8.3: Descriptions of amplification mitgation in the di[erknt versions of the IETF QUIC
Internet Draft, leading to the 3x anti-amplification limit. [Bold highlighting by us.]

IETF Spec Date Proposed Limit

Draft 09 01/2018 “A server MAY send a CONNECTION_CLOSE frame with error code
PROTOCOL_VIOLATION in response to an Initial packet smaller than
1200 octets.”

out receiving a packet from a verified source address.”

Draft 13- 14  06/2018 — 08/2018 “Servers MUST NOT send more than three datagrams including Initial
and Handshake packets without receiving a packet from a verified source
address.”

number of bytes received prior to verifying the client’s address.”

Draft 33 — 34, 12/2020 — 0172021, “[...] an endpoint MUST limit the amount of data it sends to the
RFC 9000 05/2021 unvalidated address to three times the amount of data received from
that address.”

We find little discussion about the limit on the IETF mailing lists. In March 2018, 3600
(= 3-1200) bytes have been discussed as “decently large” [282] to carry TLS certificates. A
recent question on the exact motivation behind the 3% remains unanswered [237].

8.6.3 Influence of Top List Ranks

We verify whether our results depend on some type of popularity of the QUIC-based Web
service using the Tranco list [122]. To this end, we split the Tranco list in groups of 100k
(ranked) names and initiate QUIC and HTTPS handshakes for each name.

Figure 8.11 exhibits the relative amount of servers that are reachable via QUIC or only
via HTTPS. On average, 21% of domains per rank group are reachable via QUIC. On top of
this, = 59% of additional names own a TLS certificate and are reachable over HTTPS. The
popularity of a server has no influence on the popularity of QUIC deployment, as we observe a
small standard deviation of ¢ = 3 across rank groups.

We also check whether the QUIC handshake classification is stable across ranks by mapping
responses to a QUIC handshake type (amplification, multi-RTT etc. ) and counting the relative
number of servers per type. Figure 8.12 visualizes the results. Again, we find no significant
di Cerknces across rank groups. The only exceptions are 1-RTT handshakes, which appear more
popular among the 100k most popular QUIC servers (3.02% vs. j0.95%).

Both analysis indicate that our results are independent of the specific Tranco rank.
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8.6.4 Cruise-Liner TLS Certificates

Cruise-liner certificates [20] are certificates that are large in size due to many subject alternate
names (SANs). We now check whether QUIC services are aledted by cruise-liner certificates.
To this end, we analyze all the leaf certificates received for all QUIC services. We inspect the
total certificate size and the share of bytes required by all SANs. The results are visualized in
Figure 8.13.

Overall, most SANs amount for less than 10% of bytes. Taking a closer look at the top 1%
of certificates by SAN byte share, we find that they require at least 28.9% of bytes (horizontal
threshold). Worryingly, 0.1% of certificates exhibit a high SAN byte share and exceed a common
QUIC amplification limit (vertical threshold).
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Figure 8.13: Relative size of subject alternative names (SANs). Cruise-liner certificates are rare
for QUIC services.

8.7 Conclusion and Outlook

In this chapter, we measured and analyzed the QUIC handshake processes in the wild and
found that the current Web certificate ecosystem challenges the QUIC design objective of a
1-RTT quick connection setup at low amplification potential. As a consequence, large portions
of QUIC connection setups are either multi-RTT, do not comply to the amplification limit, or
both. Future work shall closely monitor the evolution of the QUIC ecosystem and analyze the
impact of measures to reduce certificate sizes e [edtively.

Responses from Hypergiants. We contacted Meta as well as Cloudflare. Details about our
responsible disclosure policy are explained in Subsection 8.6.1.

8.8 Artifacts
All artifacts are available via the following public repository:
https://github.com/ilabrg/artifacts-conext22-quic-tls

This public repository provides up-to-date instructions for installing, configuring, and running
our artifacts. We also archive the camera-ready version of our software on Zenodo:

https://doi.org/10.5281/zenodo.7157904

We present an overview of our toolchain and related data flow in Figure 8.14.
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Chapter 9

Conclusion and Outlook

In this thesis, we explored the complete DDoS landscape including attack coverage, mitigation,
and prevention. We focused on methodologies that are directly applicable to both the Inter-
net core and edge. This led to contributions and operational recommendations for commonly
deployed and emerging measurement methods, mitigation solutions, and protocols, which ulti-
mately improve today’s Internet.

Chapter 2 investigated the completeness of honeypot observations. Honeypots are a preva-
lently used measurement tool to quantify reflective amplification attacks. Contrary to common
belief, we found that honeypots detect only a fraction of baseline attacks, which we received
from a DDoS mitigation provider. This highlights the importance of challenging and validating
long-held beliefs in our research community. It also emphasizes the size and distributed nature
of the Internet, which enables attackers to operate locally, i.e., hiding in specific areas and mis-
using subsets of infrastructure for attacks. This impedes attack observations. To counteract
this, we need a better model of the attacker behavior.

Chapter 3 explored reflective amplification attacks in the Internet Core. We introduced a
passive DNS attack detection method for IXPs that works despite limitations such as packet
sampling and truncation. Based on DNS fingerprinting, we identified a major attack entity
not visible to honeypots. Surprisingly, we not did only detect prior unseen attacks but also
observed a qualitative di[Lerknce in attack properties, enabling a recommendation on DNSSEC
key rollover practices. This illustrates the potential of correlating orthogonal measurement
methods in the future, instead of simply scaling up current methods.

Chapter 4 analyzed remotely-triggered blackholing events at a large European IXP. This en-
abled us to assess the e [cady of this DDoS mitigation technique deployed in the Internet core.
We found that on average blackholing only drops 50% of unwanted tra [c_Hecause announce-
ments with hyper-specific prefixes are not accepted by IXP members. Moreover, we found that
DDosS attacks also target clients situated in ISP networks, i.e., they are present now in the pri-
vate sector. This emphasizes the importance of Internet measurements to validate current and
emerging technologies, especially if they extend established protocols (RTBH overloads BGP
semantics at IXPs) and require cooperation from multiple network participants. Even more if
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such measurements refute upfront assumptions, e.g., only servers with financial relevance are
under attack.

Chapter 5 unveiled that attackers already utilize randomly-spoofed, state-building QUIC
floods to attack CDN servers at the Internet edge. We showed this by reusing a method that
was previously used to detect conceptually-similar TCP SYN floods, i.e., Internet telescopes
capturing backscatter tra CC_IWe also performed synthetic tests of QUIC server implementa-
tions to confirm the e Ccady of the built-in RETRY option. However, RETRYs are barely used in
favor of fast connection setups. Our results indicate that although our community improved
protocol design based on DDoS experience from the last decades, there is an inherent trade-o ]
between performance and security that has to balance out legitimate and malicious scenarios.

Chapter 6 discovered that unprotected, operational tra [c_Helonging to Industrial Control
Systems (ICS) transits the Internet core. Such tra Lc_ik vulnerable to Man-In-The-Middle
attacks, which include eavesdropping and tra Ccthanipulation. Manipulations to ICS systems,
e.g., factories and power plants, must be prevented as they can lead to hazardous events. Our
analyses remind the community that any system inter-connecting with the Internet, i.e., is
extended by IP, must be carefully examined with respect to its security features. But they also
underpin that the Internet is part of critical infrastructure.

Chapter 7 measured open DNS components deployed in the Internet Edge. We found that
the open DNS ecosystem now consists of 26% of transparent forwarders, which can be misused
to launch reflective amplification attacks. Internet-wide scanning campaigns miss transparent
forwarders due to common optimizations. However, by still being continuously deployed, trans-
parent forwarders moved from being a rare artifact to a large part of the open DNS ecosystem.
Our results suggest that longitudinal measurements are necessary to capture the complete evo-
lution of e.g., amplifiers. However, the measurement methodology should be regularly checked
and improved to reflect current trends well.

Chapter 8 studied over 1M Web domains with 272k QUIC-enabled services and found that
35% of server Web certificates exceed the QUIC anti-amplification limit. Such large certificates
directly slow down the QUIC connection setup as they lead to multi-RTT handshakes. In
the case of server implementations which are not standard-compliant, larger certificates lead
to higher amplification factors. We detected factors = 30x in IP spoofing scenarios for a
major CDN. Our results draw attention to the fact that even though specific limits are given
in standards, the real-world with its implementations can be dilerknt. This highlights the
need for Internet measurements. But they also point out how current ine Cciehcies of a specific
ecosystem can have dramatic cascading e [edts if combined with a new system.
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DDoS Vantage Points and Methodologies in Future Work

Across the chapters of this thesis, we extensively used multiple DDoS vantage points. We ob-
served and classified tra [cfatterns in the Internet core as well as the Internet edge, utilizing
attack measurement methodologies incorporating honeypots and network telescopes. Despite
unveiling surprisingly incomplete or local observations, which ultimately can lead to discrep-
ancies across vantage points, we want to emphasize that the current methodologies are not
inherently flawed.

The Internet is an, although incrementally, ever-changing system. Therefore, longitudinal
measurement methodologies require reconsideration over time, including updated configuration
and sanitization. In spite of all change, tools like telescopes will always pose the fundamental
question of what can be observed using a completely passive methodology. Likewise, honeypots
will keep challenging the idea of luring attackers to actively infer knowledge.

To illustrate that network telescopes and honeypots remain a relevant tool, we present two
(passive and active) measurement opportunities for future research. First, observing the emerg-
ing HTTP3 ecosystem. Since HTTP3 relies on QUIC, telescopes enable non-intrusive measure-
ments of the backend infrastructure, the attack landscape, and the deployment of various miti-
gation strategies using RETRY. Second, random-subdomain attacks via DNS over HTTPS. Since
the payload of interest only becomes visible after a successful crypto handshake, interaction
such as provided by honeypots is necessary.

Telescopes and honeypots, however, remain fundamentally challenged, in particular with the
increased deployment of IPv6. In contrast to IPv4, IPv6 provides a significantly larger address
space. Consequently, attackers are less likely to (i) randomly spoof the address that is part of
a telescope and (ii) discover honeypots using Internet-wide scans. Correlating data from the
Internet edge and core, as demonstrated in this thesis, could therefore potentially become even
more important in the future.

A Comment on the Future of DDo0S Attack Research

We have addressed future strategies to overcome and mitigate DDoS in each chapter separately.
The overarching, harsh truth, however, is that DDoS attacks are here to stay, either because
they remain economically feasible or they follow a completely dilerent motivation. The un-
derlying reasons may include technical limitations such as trade-o [S,]implementation errors
and legacy issues, or non-monetary or non-political reasons such as bolstering reputation in the
scene or just amusement, for the lulz. To cope with attacks we must continue to focus our e [onts
on three measurement pillars, a clear understanding of coverage, mitigation, and prevention.

It is the duty of Internet measurement research to precisely report in order to ultimately
produce advice on how to improve the Internet, hand in hand with network operators. A
continuous feedback loop between researchers and network operators helps that measurement
methods are aligned with actual deployment scenarios and that results are made aware to those
who may change deployment, fostering an ongoing process of improvement.
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