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Abstract

The Internet is a complex system of autonomous but cooperating networks that constitute a
critical Infrastructure with a vast socio-economic significance. Any disruption of the Internet
and its services has detrimental effects to its users, be it in the private sector or the industry.
This is why Internet research aims for observing, mitigating, and ultimately preventing attacks.

In this thesis, we provide methodologies to evaluate and extend the coverage of attack ob-
servations, we assess the efficacy of current and emerging attack mitigation solutions, and we
identify new opportunities for attack prevention. We do so by utilizing two major vantage
point positions, the Internet core and the Internet edge. Our contributions have an operational
impact on today’s Internet but also its future deployment.
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Zusammenfassung

Das Internet ist ein komplexes System autonomer, aber kooperierender Netzwerke, das eine
kritische Infrastruktur mit großer sozioökonomischer Bedeutung darstellt. Jede Störung des
Internets und seiner Dienste hat schädliche Auswirkungen auf seine Benutzer, sei es im privaten
Sektor oder in der Industrie. Daher strebt die Internetforschung an, Angriffe zu beobachten,
abzuwehren und letztendlich vollständig zu verhindern.

In dieser Arbeit stellen wir Methoden zur Bewertung und Erweiterung von Angriffsbeobach-
tungen bereit, wir überprüfen die Wirksamkeit aktueller und angehender Lösungen zur An-
griffsabwehr und wir identifizieren neue Möglichkeiten zur Verhinderung von Angriffen. Wir
nutzen hierbei zwei wesentliche Beobachtungspunkte: Den Kern und den Rand des Internets.
Unsere Beiträge haben operative Auswirkungen auf das heutige Internet, aber auch auf dessen
zukünftige Konfigurationen.
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ständig und ohne Benutzung anderer als der angegebenen Quellen und Hilfsmittel angefertig
habe. Die vorliegende Arbeit ist frei von Plagiaten. Alle Ausführungen, die wörtlich oder in-
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Chapter 1

Introduction

In this chapter, we present the overarching problem context, introduce related research ques-
tions and highlight the challenges in answering them. The goal of this chapter is to provide
a meta-methodology to enable the reader to understand the structure of this manuscript. By
presenting a short background on attacks in the Internet, the stakeholders, and possible vantage
points, we enable a first overview. Context-specific background, methodologies, etc. are then
shown in the respective chapters. Most importantly, we display our key contributions and link
them to research questions and chapters, which also functions as an outline of this manuscript.

1.1 Attacks in the Internet

The Internet constitutes a critical infrastructure. It functions as a basis for business activities,
private communication, leisure activities. Any disruption of the Internet and its services has
detrimental effects to its users. Unfortunately, inadvertent mis-configurations are not the only
reason for such disruptions. Attacks in the Internet, more precisely Distributed-Denial-of-
Service (DDoS) attacks, are conducted by threat actors. Therefore, we not only have to foster
an Internet enabling efficient communication, but also make the Internet secure.

The original design of the Internet unfortunately attributed high levels of trust to its network
participants, which led to security being only a (by this time necessary) afterthought. To this
day, we deal with conceptual implications that made the Internet a performant but vulnerable
communication medium. This is why Internet research aims for observing, mitigating, and
ultimately preventing attacks. Only a deep understanding of the DDoS landscape facilitates
an effective improvement.

1.2 An Itinerary for DDoS Research

DDoS research is a game of cat-and-mouse with the attackers. We want to (i) disarm vulner-
abilities before they get misused, (ii) develop effective mitigation whenever disarming is not
possible, and (iii) precisely describe attack activities and potentially trace back the attackers.

However, making any wide-reaching, meaningful observations and changes in the Internet is
difficult. This is because the Internet is a network of inter-connected but autonomous networks.
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Chapter 1 Introduction

Nobody is able to place measurement probes in all networks and gain complete visibility. This
applies also to DDoS research. Selecting appropriate vantage points, usually in edge networks,
and carefully extrapolating from local to global observations is the prevailing norm [64], [113],
[249]. But also central vantage points, which allegedly provide a unique view of the Internet,
stumble upon large data volumes and fall back to traffic sampling and truncation, limiting
their view [3], [24], [70], [108], [109]. An effective correlation of orthogonal methodologies is
necessary to evaluate vantage point distortion [54], [64], [111].

Almost no ground-truth on DDoS attacks further impedes DDoS research. This is because
the Internet follows socio-economical dynamics. Victims of DDoS attacks do not directly gain
anything from sharing attack information – sharing data with the community for altruistic
reasons is not enough. Especially, if the victim could face a financial loss due to damages in its
reputation. Also non-disclosure agreements part of business relations further complicate this.

Despite these high-level challenges, we aim for advancing the reliability and efficacy of
measurement-based methods used in DDoS research, namely attack detection, mitigation, and
prevention. This includes (i) a systematic understanding of the potentials and limits of attack
monitoring systems by comparing commonly deployed sensors with new vantage points, (ii) as-
sessing the efficacy of attack mitigation by analysing currently deployed as well as novel DDoS
mitigation proposals, and (iii) identifying opportunities of new measurement methods to guide
protocol design and real-world deployment to reduce the attack surface.

Figure 1.1 illustrates the taxonomy of the chapters in this thesis. We differentiate by vantage
points, i.e., Internet core and the edge. More precisely, our measurements focus on data and
control plane traffic at Internet Exchange Points (IXPs). These enable networks to exchange
traffic without crossing the traditional Internet core, a clique of tier-1 transit providers. Moving
to the edge, we focus on measurement tools deployed in edge networks, such as honeypots
and telescopes, but also review the security implications of endhost deployments, e.g., CDN
servers. We also classify the chapters into observing, mitigating, and preventing attacks. Please
note that this classification also indicates the criticality of the measurements, with increasing
significance from left to right. Although mis-quantifying the total of attacks is poor practice, it
does not require immediate action. Detecting systems vulnerable to attacks, however, should
lead to an instant reaction and efforts to remediate.

1.3 Challenges and Research Questions

In this section, we present the challenges and research questions of this thesis.

1.3.1 Research Endeavor 1: Reviewing the Coverage of Attack Monitoring

A holistic view on the DDoS landscape is essential for understanding the current threat sit-
uation. Preferably, measurement methods should observe all attacks to enable an absolute
quantification, or at least enable a complete qualitative assessment, i.e., capture all kind of
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1.3 Challenges and Research Questions

Figure 1.1: Chapter taxonomy. We differentiate vantage points (Internet core and edge), and
research goals with their criticality (attack coverage, mitigation and prevention).

attack types and attack sources. Such information can be used to focus remediation efforts on
the heavy-hitters. We will review and explore DDoS attack monitoring methodologies for the
Internet core and edge, and examine the potential differences.

Comparison between Honeypot Sensors and DDoS Scrubbing Providers

Honeypots are a major measurement tool to observe volumetric DDoS attacks at the edge of
the Internet [50], [76], [81], [133], [146]. By emulating attractive amplifiers, i.e., hosts running
open services that enable reflective amplification, they infer a set of DDoS victims. However,
honeypots require careful design of both data collection and data analysis including cautious
threshold inference. As of today, by deploying enough sensors and by using correct thresholds,
we assume a complete picture of the reflective DDoS attack landscape [50]. Due to the lack
of ground-truth data and reference points (i.e., no honeypot platform should be selected as
the prime platform), this assumption remains largely unchallenged. A driving factor for the
completeness assumption is the convergence of observations, i.e., from a certain point on new
honeypots do not improve the attack visibility significantly. Publications also tend to focus
on attack quantification than threshold justification [76], [81], [113], [146], so effects of specific
threshold configurations remain open.

By receiving a baseline data set from a major DDoS mitigation provider, we are able to
validate whether the lack of interaction between attackers and honeypots indeed leads to in-
complete observations. Moreover, we can systematically explore the complete threshold space
and describe effects on attack visibility. This leads to the following research questions:
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Research Questions

➜ How complete are attack observations based on reflective amplification honeypot
measurements?

➜ Do current (honeypot) attack detection thresholds indicate DDoS attacks?

Complementing Honeypot Observations with the Internet Core

Internet Exchange Points (IXPs) are hubs in the core of the Internet at which large quantities
of inter-domain traffic are exchanged. Observing the complete traffic is not possible due to
resource constraints [3], [24], [129]. Therefore packet sampling, flow monitoring, or a combina-
tion of both, is deployed [36]. Despite this limited view on traffic, these methods still aim for a
representative sample. In contrast to honeypots, IXPs are originally fully passive, neutral van-
tage points that carry production and attack traffic. Hence, detecting reflective amplification
attacks at IXPs requires a distinction of between traffic types. It remains open how feasible
this is, especially in the face of no external or internal (e.g., blackholing) data sources.

In theory, IXPs are able to observe both, spoofed requests to and amplified responses from
amplifiers [45], [85], [108]. This potentially allows for quantifying total attack intensities, a
property invisible to honeypots. Furthermore, spoofed traffic transits at the IXPs over physical
links, which could enable to trace back attackers. Especially the DNS protocol, as it offers many
options, i.e., different queries, to amplify traffic [41], [93], [96], [131], provides opportunities to
learn how other amplifiers are utilized. This leads to the following research questions:

Research Questions

➜ Can we detect and trace back attacks at the Internet core, i.e., Internet Ex-
change Points (IXPs)?

➜ Does an IXP-centric view contribute additional insights into reflective amplifi-
cation attacks?

1.3.2 Research Endeavor 2: Assessing the Efficacy of Attack Mitigation

Upon attack detection, mitigation is activated to limit adverse effects of the attack. Mitigation
solutions are required to prevent overloading the target but also to protect adjacent network
infrastructure. Efficient mitigation should perfectly differentiate between attack and productive
traffic, i.e., keep collateral damage low, and take immediate effect as well as introduce a minimal
performance impact. Reviewing mitigation solutions is an important part of the battle against
DDoS attacks. We will evaluate a common DDoS mitigation solution in the Internet core as
well as a mitigation extension of an emerging protocol, deployed in the edge.
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Deployed Mitigation at the Internet Core

Some IXPs offer Remote Triggered Black Hole filtering (RTBH) [33], [34], [49], [65] as an
additional service to their members. This enables autonomous systems to indicate that they do
not want to receive traffic for specific prefixes from other members. Filtering in the Internet core
is beneficial since attack traffic is dropped early, even before it enters the respective network.
Overall, it protects not only end systems but also the Internet infrastructure.

At IXPs, blackholing signals are propagated over BGP via routerservers [129]. Autonomous
systems attract traffic with a less-specific prefix announcements, and then temporarily block
traffic with a more-specific prefix RTBH announcement for the addresses under attack. First,
since RTBH blocks all traffic to the respective prefix, hyper-specific prefixes are used to limit
adverse effects to uneffected network segments. Second, as BGP does not originally support
RTBH, specific fields are semantically overloaded (next hop, communities) with this new
meaning [33]. Both issues may lead to misconfigurations and impede filter efficacy. Lastly,
RTBH introduces collateral damage by dropping all, i.e., also legitimate, traffic. These research
questions arise:

Research Questions

➜ How effectively does remotely-triggered blackholing mitigate DDoS attacks at
IXPs?

➜ Do we need fine-grained filtering solutions to prevent collateral damage?

Emerging Mitigation at the Internet Edge

QUIC as an emerging protocol has seen wide adoption, driven by large content delivery net-
works [27], [28], [67], [83], [121], [135]. It promises a fast connection setup, i.e., handshakes,
between clients and servers, both situated in different edge networks. This new protocol was
designed including a DDoS protoction mechanism similar to TCP SYN cookies, the RETRY to-
ken [203]. In theory, RETRYs prevent server-side resource exhaustion attacks, more specifically
randomly spoofed, state-building DDoS attacks.

Measuring such attacks without being on-path is difficult because they induce state in remote
networks. As the connection establishment is similar to TCP, as well as the attack vector,
previously used methods such as network telescopes may be a fit to infer such attacks [64], [102].
However, little is known whether QUIC attacks indeed already exist and whether previously
applied inference thresholds still hold for QUIC. Also, the practical consequences based on real-
world deployments and implementations RETRY remain untested. This leads to the following
research questions:
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Research Questions

➜ Are emerging protocols such as QUIC already affected by DDoS attacks?

➜ Can QUIC deployments be made more resilient against attacks with built-in
protection mechanisms?

1.3.3 Research Endeavor 3: Identifying Opportunities for Attack Prevention

Preventing attacks altogether is the ultimate goal of DDoS research, albeit the most difficult to
achieve. Internet measurements are performed to discover unprotected, insecure systems that
can be either attacked directly or misused to foster attacks on third-parties. Wrong deployment
and implementations bugs, often hand in hand, facilitate the exploitation. Identifying vulner-
abilities before the attackers prevents harmful attacks. Based on Internet-wide measurements,
we now identify new opportunities for attack prevention utilizing the Internet core and edge.

Discovering Vulnerable Critical Infrastructure

Industrial control systems (ICS) are managed by dedicated protocols. These protocols were orig-
inally designed without security considerations because of isolated deployment scenarios [12],
[97], [104], [142], [161]. But ICS protocols have nowadays been adapted to Internet transport
which potentially leads to unprotected, inter-domain traffic, if no further security mechanism
are deployed [132]. Hence, attackers on-path, e.g., in the Internet core, could eavesdrop or
manipulate crucial steering messages. We explore the feasability of such Man-In-The-Middle
(MITM) attacks.

ICS protocols are utilized in specialized niche deployments, such as power plants [151]. This
means that common tools for traffic classification do not exist or require very careful usage,
especially in the Internet core at IXPs, where traffic underlies sampling and truncation. More-
over, since Internet-wide scans seek for ICS deployments, we have to exclude such traces to
only detect operational, unprotected ICS traffic. This leads to the following research question:

Research Questions

➜ Are current deployments of Industrial Control Systems (ICS) vulnerable to Man-
in-the-Middle attacks?

Detecting Infrastructure That Enables Misuse

Reflective amplification attacks are one of the most common attack vectors [64], [218], [250],
[251]. Removing infrastructure that enables misuse towards third parties, e.g., amplifiers, is very
beneficial to the Internet ecosystem as a whole. This is why Internet-wide scans are periodically
searching for new amplifiers and automatically contact the respective network operators [37],
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[38], [101]. We now look for systems of traditional (DNS) but also emerging protocols (QUIC)
that enable misuse.

For DNS, we focus on transparent forwarders, which were anecdotally documented but disre-
garded by our research community [81], [238]. Their ability to forward but spoof DNS requests
makes them difficult to detect by common Internet-wide scanning techniques. Overall, we aim
for a comprehensive view of the open DNS threat landscape.

QUIC is based on UDP, which makes it also susceptible to amplification attacks [203], [91].
By design, the standard dictates an anti-amplification limit, which limits first server responses
to 3x of received client data. However, implementations may inadvertently deviate from this
limit. Due to QUIC handshake optimizations, there is now a dependence between this limit,
Web PKI certificate chains, TLS certificate compression, padding, and even retransmissions
for loss correction [157]. As QUIC is the transport protocol for HTTP/3, understanding these
dependencies and real-world deployments is crucial to prevent future misuse. This leads us to
the following research questions:

Research Questions

➜ Do current scanning campaigns detect all open DNS components?

➜ To which extent does the PKI ecosystem influence transport layer (e.g.,
QUIC+TLS) performance and security?

1.4 Key Contributions

We summarize our research questions and key contributions in Table 1.1 and Table 1.2.
Comparison between Honeypot Sensors and DDoS Scrubbing Providers. In Chap-
ter 2, we show that a large honeypot platform only observes ≤5% of baseline reflective amplifi-
cation attacks, as received from the customers of a major DDoS mitigation provider. We make
this observations although the honeypot platform is subject to attack convergence, i.e., the
observations appear saturated and additional honeypots to not significantly improve attack
visibility. This challenges fundamental completeness assumptions of reflective DDoS measure-
ments. Moreover, although related work adapts various attack thresholds, we find no significant
differences between these configurations. The thresholds correctly classify the visible events into
attacks and scans, the latter event type showing high congruence with scans from telescopes.
However, we need to improve the overall attack visibility of honeypots, most likely by increas-
ing the attacker interaction. This is why we recommend to focus efforts on understanding the
attacker behavior.
Complementing Honeypot Observations with the Internet Core. In Chapter 3, we
introduce a passive attack detection method for the Internet core, i.e., IXPs. Utilizing this
method, we detect DNS amplification attacks, of which 96% were not visible to a sizable
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honeypot platform. By following the physical ports of spoofed traffic, we find that such traffic
originates from autonomous systems with large customer cones. This inhibits the trace back
of the attack origin. We fingerprint a major attack entity using DNS query properties. This
attack entity dominates the DNS attack ecosystem and makes use of inefficient DNSSEC key
rollovers present in the .gov zone. We recommend the pre-publish key rollovers.

Deployed Mitigation at the Internet Core. In Chapter 4, we present the first in-depth
analysis of all RTBH events at a large European IXP. By combining data and control plane
measurements, we find that only one third of RTBH events correlate with indicators of DDoS
attacks. Blackholing causes on average dropping of only 50% of unwanted traffic because an-
nouncements with hyper-specific prefixes (more specific than /24 for IPv4) are ignored by IXP
members. We quantify the collateral damage introduced by blackholing. However, we also find
that ISP clients are commonly under attack which makes fine-grained filtering more difficult,
because allow-listing of stable, legitimate traffic patterns is not possible. For IXP environments,
we recommend exemptive BGP policies that ultimately incorporate hyper-specific RTBH an-
nouncements.

Emerging Mitigation at the Internet Edge. In Chapter 5, we show that Internet telescopes
can be utilized to detect state-building QUIC attacks, i.e., INITIAL floods. Our telescope
captures malicious scans as well as backscatter from randomly spoofed attacks with QUIC, often
part of multi-vector attacks. We find that CDN servers at the Internet edge are a common target
of such attacks. We perform a synthetic test of the NGINX QUIC server and demonstrate that
implementations are indeed vulnerable to QUIC floods, however only if the RETRY handshake
option is not used. Since RETRYs challenge the design goal of 1-RTT handshakes, they are
rarely deployed. We recommend a load-based RETRY which is dynamically turned on in case of
critically high server utilization.

Discovering Vulnerable Critical Infrastructure in the Internet Core. In Chapter 6,
we uncover unprotected, operational inter-domain ICS traffic at two central Internet vantage
points, an IXP and an ISP. By correlating with data from honeypots and scan campaigns, we
are able to filter out non-operational ICS traffic, usually belonging to Internet-wide scanners.
We are indeed able to show that ICS traffic transits the Internet core, vulnerable to Man-In-
The-Middle attacks. Such attacks include eavesdropping and traffic manipulation. The affected
systems were invisible to scan projects which indicates firewalls as a means of protection, how-
ever, these systems blindly trust the communication channel over the Internet. We recommend
common VPN technologies or recent ICS security extensions for ICS deployments.

Detecting Infrastructure that Enables Misuse at the Edge. In Chapter 7, we system-
atically measure and analyze open DNS components deployed in the Internet Edge. We find
that the open DNS ecosystem consists of 26% of transparent forwarders, which can be misused
to launch reflective amplification attacks. Worryingly, the numbers are still increasing because
of new deployments, especially in countries with emerging markets. Transparent forwarders are
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missed by Internet-wide scanning campaigns due to common optimizations. We validate this by
deploying honeypots acting as transparent forwarders. We recommend to examine all new DNS
deployments for transparent forwarding behavior. A large ISP followed our recommendation
and disarmed ∼200k transparent forwarders.

In Chapter 8, we analyze over 1M Web domains with 272k QUIC-enabled services. We
find that 35% of server Web certificates exceed the QUIC anti-amplification limit, which was
designed to restrict response data to unverified clients, effectively preventing reflective am-
plification attacks. For server implementations respecting the limit, this leads to multi-RTT
handshakes and thus undermines the performance of the connection setup. Certificate com-
pression serves as a short-term remedy, however, long-term solutions should reduce the Web
certificate chain sizes. In the case of faulty server implementations which do not respect the
limit, large certificates lead to a higher amplification factor. We detect factors ≥ 30× in IP
spoofing scenarios for a major CDN, ready to be weaponized. We recommend careful analysis
of the anti-amplification behavior in the case of large certificates, padding, and resends. The
major CDN disarmed the faulty servers.

1.5 On How to Read This Thesis

This thesis scrutinizes the DDoS phenomenon in the global Internet across multiple dimensions
and vantage points. Figure 1.1 shows the most prevalent split in this thesis: (i) By Internet
topology, i.e., core or edge, and (ii) by research target, i.e., observing, mitigating, or preventing
attacks. Rather than having separate, overarching chapters dedicated solely to background,
methodology, etc., this thesis follows an approach of local coherence. We present the respective
information close to the related sections in self-contained chapters. For each chapter, main
research questions, main vantage points, and key results are shown in Table 1.1 and Table 1.2.
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Table 1.1: Thesis overview for Part I and Part II : Research questions, vantage points, key results, and additional operational outreach.

Chapter Research Questions Measurement Vantage Points Key Results Operational
OutreachTopo. Type Data

Part I: Reviewing the Coverage of Attack Monitoring

Chapter 2

How complete are attack observa-
tions based on reflective amplifica-
tion honeypots?

Edge Active Honeypot traffic Honeypots observe ≤5% of baseline
attacks, which challenges funda-
mental completeness assumptions.

CCC honeypot
operators [234]

Do current attack detection thresh-
olds indicate DDoS attacks?

Edge Passive DDoS mitigation alerts,
Telescope traffic

Correct classification of attacks and
scans. But we need better attacker
models to improve visibility.

Chapter 3

Can we detect and trace back at-
tacks at the Internet core, i.e., In-
ternet Exchange Points (IXPs)?

Core Passive Sampled IXP traffic Amplification attacks (DNS) are
detectable at IXPs. But large cus-
tomer cones inhibit the trace back.

APNIC blog [229]

Does an IXP-centric view con-
tribute additional insights into re-
flective amplification attacks?

Edge Active Honeypot traffic,
DNS scans

We fingerprint a major attack en-
tity not visible to honeypots misus-
ing prior unseen DNS inefficiencies.

Part II: Assessing the Efficacy of Attack Mitigation

Chapter 4

How effectively does remotely-
triggered blackholing mitigate
DDoS attacks at IXPs?

Core Passive BGP routeserver data,
IXP flow data

Blackholing causes on average drop-
ping of only 50% of unwanted traffic
due to inapt BGP configurations.

RIPE meeting [224]
and blog [225],
APNIC blog [226],

Do we need fine-grained filtering to
prevent collateral damage?

Blackholing leads to collateral dam-
age but fine-grained filtering is in-
tricate due ISP clients under attack.

MIX Salottino [227]

Chapter 5

Are emerging protocols such as
QUIC already effected by DDoS at-
tacks?

Edge Passive Telescope traffic QUIC Internet background radia-
tion indicates scans and randomly
spoofed multi-vector attacks.

Caida DUST [228]

Can QUIC deployments be made
more resilient with built-in protec-
tion mechanisms?

— Simulation QUIC DDoS floods QUICs RETRY handshake option
prevents DoS but challenges the de-
sign goal of fast connection setup.

IETF MAPRG [236]
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Table 1.2: Thesis overview Part III : Research questions, vantage points, key results, and additional operational outreach.

Chapter Research Questions Measurement Vantage Points Key Results Operational
OutreachTopo. Type Data

Part III: Identifying new Opportunities for Attack Prevention

Chapter 6
Are current deployments of
Industrial Control Systems (ICS)
vulnerable to Man-in-the-Middle
attacks?

Core Passive Sampled IXP traffic
We detect unprotected, operational
ICS traffic in the Internet core,
prone to traffic manipulation.

Edge Active Honeypot traffic,
Scan data

MIT Technology
Review [244]

Edge Passive Telescope traffic

Chapter 7 Do current scanning campaigns de-
tect all open DNS components?

Edge Active Honeypot traffic,
DNS scans

Due to common optimizations,
campaigns miss 26% of all DNS am-
plifiers (transparent forwarders).

APRICOT
meeting [230],
large ISP

Chapter 8
To which extent does the PKI
ecosystem influence transport layer
(QUIC) performance and security?

Edge Active QUIC scans,
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multi-RTT QUIC handshakes and
facilitates volumetric attacks with
faulty server implementations.

IETF MAPRG [231]
and QUICWG [233],
APNIC blog [232],

Edge Passive Telescope traffic large CDN
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Chapter 2

SoK: A Data-driven View on Methods to
Detect Reflective Amplification DDoS
Attacks Using Honeypots

Abstract

In this chapter, we revisit the use of honeypots for detecting reflective amplification attacks.
These measurement tools require careful design of both data collection and data analysis in-
cluding cautious threshold inference. We survey common amplification honeypot platforms as
well as the underlying methods to infer attack detection thresholds and to extract knowledge
from the data. By systematically exploring the threshold space, we find most honeypot plat-
forms produce comparable results despite their different configurations. Moreover, by applying
data from a large-scale honeypot deployment, network telescopes, and a real-world baseline
obtained from a leading DDoS mitigation provider, we question the fundamental assumption of
honeypot research that convergence of observations can imply their completeness. Conclusively
we derive guidance on precise, reproducible honeypot research, and present open challenges.

2.1 Introduction

Distributed Denial of Service (DDoS) attacks are a serious threat to the Internet infrastructure.
Reflective amplification attacks [133], [266], a specific DDoS type, are a unique burden since
they allow an attacker to trigger large traffic volumes from third parties by exploiting protocol
mechanics rather than hijacking hosts. Over the last many years, amplification attacks have
been responsible for a significant number of attacks [251].

A common approach to detect amplification attacks in the wild is the deployment of hon-
eypots [249]. They mimic application protocols such as DNS and NTP that are susceptible
to amplification attacks, wait for attackers to interact, and then log attack traffic attempting
to abuse them as amplifiers. Amplification honeypots may be able to infer the size of attacks
based on traffic patterns as well as identify the victims they are instructed to reflect toward.
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48% 49%3%

CCC honeypot Baseline

Attack Overlap

Figure 2.1: Relative shares of victims observed at a large-scale amplification honeypot and
confirmed at a large DDoS mitigation provider (Baseline).

Research on amplification honeypots is usually guided by three questions to evaluate whether
honeypots are a viable tool. First, which heuristics identify packets that correspond to an attack
in a train of packets captured by honeypots (attack detection)? Second, how many honeypot
sensors are necessary to capture a stable amount of events (honeypot convergence1 )? Third, do
sensors capture a representative view of Internet-wide attacks (completeness)? These aspects
should be considered separately. Attack detection, for example, might be accurate on a given
data set, while the data set does not include all attacks.

Surprisingly, our community mixes detection, convergence, and completeness. For more than
ten years, we have been holding the common belief “[t]he more honeypots we deploy, the more
likely one of them is contacted” [260]. Even with the advent of amplification honeypots we still
believe that we can nearly achieve completeness: “This shows that—per mode—we had enough
honeypots to cover most attacks out there.”[76], “[. . . ] as many as 150 honeypots are needed
to capture 99% of actor behavior” [50], “[. . . ] our reflectors can see between 85.1% and 96.6%
of UDP reflection attacks” [146]. A key insight of this chapter is that reality is different.

In this chapter, we revisit the long-held beliefs about the visibility and attack detection preci-
sion of honeypots. We combine two different methods by (i) systematizing and contextualizing
existing knowledge and (ii) implementing a data-driven approach, which clearly shows that
common beliefs do not hold.

Based on an extensive literature study, we select six amplification honeypots and compare
them. The six honeypot platforms were used in security studies when analyzing reflective-
amplification attacks based on honeypot data. They have been published, cited recently, and
had a notable impact on security research. We implement three steps. (i) We survey the
honeypot deployment configurations that enable observations, e.g., the number of honeypot
sensors deployed and the geographical and topological distribution of the platform, (ii) we

1Throughout this chapter, we use the terms honeypot convergence and attack convergence interchangeably for
the phenomenon of allegedly saturated attack inferences made with reflective amplification honeypots.
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describe the attack definitions that are used to understand the observations, and (iii) we assess
the rationale behind the argument that the deployed honeypot achieves completeness.

To bolster our arguments, we conduct a data-driven approach. Our data corpus covers three
months and includes measurements from a large-scale honeypot, four network telescopes dis-
tributed in the US and Europe, and baseline real-world alerts from a leading DDoS mitigation
provider. Figure 2.1 motivates this approach. It shows the overlap of victims under attack
monitored by a well-known research honeypot project and a baseline of attacks against cus-
tomers of a leading DDoS mitigation provider. The overlap is small, and most importantly the
honeypots do not capture a significant portion of attacks targeting real-world networks, even
though a honeypot could capture those incidents in principle.
Contributions. In a nutshell, our systematization of knowledge stresses that the research
community could benefit from a framework that allows for algorithmic assessment of honeypot
deployments and, to assemble packets captured by honeypots to malicious flows, from attack
detection heuristics that adaptively incorporate deployment properties. Our key contributions
are:

1. We explore the comparability of the attack detection thresholds used by six honeypot
platforms, and place them in the complete threshold space. All thresholds but one produce
similar results.

2. We present a systematic approach to analyze data collected by honeypots. We identify
the key properties that should be considered and documented to improve reproducibility
of future honeypot research.

3. We show that honeypot convergence, a frequently used measure, is a poor indicator for
the completeness of observations. This metric is statistically unstable. Sizable honeypot
platforms only observe up to 11% of baseline attacks.

4. We find that current honeypot deployments do not significantly benefit from better attack
detection thresholds because attackers simply do not interact with honeypots. This may
help to improve the placement of honeypot sensors in the future.

5. We discuss how amplification features of protocols can influence honeypot observations
and analysis.

Outline. The remainder of this chapter is guided by our research questions, see Table 2.1.
We present basic background in Section 2.2, introduce our method in Section 2.3, and survey
common honeypot platforms in Section 2.4. In Section 2.5, we present the data sets that we
use for our data-driven analysis, We revisit attack detection, convergence, and completeness in
Section 2.6 to Section 2.8. In Section 2.9, we present further deployment dimensions of hon-
eypots. We discuss our findings comprehensively and provide further guidance in Section 2.10,
and conclude in Section 2.12.
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Table 2.1: Our SoK addresses the following research questions, guiding (i) knowledge contex-
tualization, (ii) data-driven evaluation, and (iii) further discussions.

SoK Research Question Section

Introduce Which kinds of attacks and monitoring exist? 2.2

Compare How are amplification honeypots deployed? 2.4
Compare How are attacks inferred? 2.6,2.6.1
Compare How are comprehensive measurements justified? 2.6.3,2.7 ,2.7.1

Evaluate Do different attack thresholds skew the results? 2.6.2
Evaluate Do honeypots observe all attacks? 2.7.2,2.7.3,2.7.4,2.8.1
Evaluate Do we need more precise attack thresholds? 2.8.2,2.8.3

Discuss What makes measurements prone to errors? 2.9
Discuss What do we recommend for future work? 2.10

2.2 Problem Statement and Background

2.2.1 Distributed Denial of Service (DDoS) Attacks

Denial of Service (DoS) attacks impair the network availability of their victims. This is achieved
by resource exhaustion caused by overloading the infrastructure with excessive traffic volume
or connection state at the victim. Attackers either set up genuine communication channels with
the victims or spoof IP source addresses to obfuscate their attacks. Both methods are typically
conducted using a distributed botnet. Two attack types exist, each of which take advantage of
the first round-trip time when a server responds to client requests.
(i) State-building, randomly-spoofed attacks such as TCP SYN or QUIC Initial floods.
Each spoofed request can trick the server into setting up a new connection context for non-
existent clients. The network stack will maintain all currently active connections, including
those from spoofed sources, which fill up the connection queues and cause legitimate requests
to fail. Since the server tries to respond to each connection request, it will send backscatter,
e.g., TCP SYN/ACK or QUIC (server-) Initial packets, to the spoofed addresses. TCP SYN
cookies and QUIC RETRYs may mitigate those attacks [169], [110].
(ii) Distributed Reflective amplification attacks (DRDoS) combine targeted address
spoofing and protocol mechanics of public services such as DNS and NTP to amplify response
traffic to the victim. In a DRDoS attack, request packets with the spoofed source address of the
victim are sent to public third-party servers. These servers act as amplifiers since responses to
the victim can be be many times larger than the original request [133]. For example, a typical
DNS query packet is about 100 bytes, but a response to an IN ANY query can often exceed 2000
bytes in practice. Attackers seek to minimize the request volume towards amplifiers whilst
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maximizing the response volume reflected to the victim. This may congest network links along
the path to the victim.

Attack Popularity over Time. Conceptually, DRDoS was already utilized in 1997 with
ICMP smurf attacks. However, direct-path SYN-floods remained the most popular DDoS
attack vector from 1996 to 2018 and were then overtaken by DNS reflection-amplification in
2018. This popularity was due to (i) the commercialization of this attack type by booter
services, making it available to the non-tech-savvy public, and (ii) easier and faster detection
of amplifiers based on ready-to-use tools implementing state-less, Internet-wide scans.

2.2.2 Honeypots and Network Telescopes

Honeypots. Honeypots are decoy computer resources whose value lies in being probed,
inciting interaction with attackers, and possibly getting compromised [260]. They are not a
preventive countermeasure such as firewalls but a way to detect the presence of actions that
harm a system. Since honeypots do not offer production-critical services, all connections to the
honeypot are inherently suspicious. This enables easy detection of an unauthorized probe, scan,
or attack, because malicious actions are not buried in the vast amount of legitimate production
activities.

Honeypots can be classified along two dimensions, based on the level and type of interaction
they offer. First, based on the level of interaction the delineation is (i) low-interaction honey-
pots, (ii) medium-interaction honeypots and (iii) high-interaction honeypots. Low-interaction
honeypots offer only a minimal response-behavior, e.g., they only perform transport-layer hand-
shakes. Medium-interaction honeypots extend this behavior by emulating vulnerable services
or partially exposing vulnerable components, i.e., they produce valid replies for specific appli-
cations. Given the reduced interaction capabilities in low- and medium-interaction honeypots,
the chances of compromise are minimal, which eases deployment. High-interaction honeypots
offer unrestricted, real operating system environments. They are more complex to implement,
deploy, and maintain. They enable, however, forensics to fully observe the behavior of malware,
e.g., bots, or ransomware.

Second, based on the type of interaction they offer, honeypots are classified into (i) server
and (ii) client honeypots. Server honeypots wait for an incoming connection. They may
not advertise services explicitly, more likely they are discovered before the attack, usually
using lightweight scanning or probing that involves higher layer protocols. In contrast, client
honeypots actively search for suspicious entities and solicit interaction with them, such as web
crawlers visiting malicious websites.

Honeypot classification is largely academic. Since many honeypot variants exist, a distinction
is not always possible, nor practical. In practice, the terms for low- and medium-interaction
honeypots are often used interchangeably.
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Methods to distinguish attacks from other types of traffic collected at honeypots have been
proposed. With the advent of reflective amplification attacks, server honeypots for the the
sole purpose of capturing DRDoS attacks have been designed, implemented, and deployed. We
discuss amplification honeypot platforms in detail in Section 2.4.

Network telescopes. Network telescopes [1], [22], [31], [48], [128], [158] are an unsolicited
traffic measurement approach that captures incoming traffic to otherwise unused address space
within a larger network segment. These typically cover between a /8 and /24 of IPv4 address
space. Originally, network telescopes were fully passive and the network segments were never
used to originate any traffic. They capture both backscatter traffic (i.e., replies to spoofed
addresses of the telescope) and scan traffic. With the increased deployment of malicious two-
phase scanners [62], i.e., attackers that first check whether a TCP service is available before
they initiate application requests, reactive telescopes have been proposed [53]. Reactive network
telescopes implement the TCP connection handshake to gain additional knowledge about the
attacker, since the attacker will proceed with an application layer request.

2.2.3 Monitoring Spoofed DDoS Attacks

When monitoring traffic two crucial questions arise. (i) Where should network probes be
deployed? (ii) Which packets belong to which type of event (e.g., scan, attack)?

Non-spoofed traffic, or direct-path attacks, can only be observed by systems that are de-
ployed between the attack source, the destination target, or at the endpoints. For example, an
appliance to mirror traffic might be located alongside a victim service, at a network ingress port,
or within an Internet exchange point. Collecting on-path observations is a challenge for most
researchers and the ability to capture related but distinct direct-path attacks can be difficult.
In contrast, reflective attacks allow for broader observations because they involve triangular
packet flows with the host sending a spoofed packet, a reflector (e.g., honeypot) of the spoofed
packet, and the victim host receiving the response to a spoofed request.

Many reflective amplification attacks rely on amplifier lists to quickly and successfully con-
duct attacks. The lists are commonly curated by third parties and sold to attackers. These lists
may contain a subset of all known and currently active amplifiers. When monitoring amplifi-
cation attacks, an amplification honeypot should emulate amplifier behavior to be appealing
to attackers. To minimize harm, amplification honeypots typically apply a rate limit to satisfy
amplifier discovery, while avoiding the reflection of meaningful attack traffic to a victim.

2.3 Methodology

We now describe our methodology to systematize, contextualize, and evaluate research about
amplification honeypots.
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2.3.1 Systematization and Contextualization

Our systematization of knowledge aims for an overview and systematic comparison of amplifi-
cation honeypot research. This systematization is based solely on previously published work,
describing presented methods, data sources, and deployments. Our framework includes the
following parts.

Selecting honeypot research. We select six honeypot platforms by conducting a systematic
literature review searching venues dedicated to security (i.e., Oakland, EuroS&P, Usenix Sec,
CCS, NDSS) and measurement (i.e., IMC, PAM, TMA) research, as well as broader network-
ing venues (e.g., SIGCOMM), covering the last ten years. The six honeypot platforms and
configurations discussed in this chapter are seminal for research on amplification attacks.

Comparing honeypot deployments. We compare honeypot deployments by their setup
configuration, i.e., number of sensors, duration of deployment, and the geographical as well as
topological distribution. Moreover, we describe which protocols are supported by the honey-
pots.

Comparing attack inference. We introduce precise language for describing heuristics that
infer attacks from a sequence of packets captured by honeypots. Then, we show the attack defi-
nitions applied by the various honeypot deployments, i.e., what are the exact attack thresholds
and how are these conveyed in each publication.

Comparing completeness claims. By considering a realistic attack volume and protocol
properties as well as public knowledge about the number of deployed amplifiers, we deduce
that attackers can easily impede detection by honeypots. We show how honeypot research still
collectively claims nearly complete attack visibility, despite the lack of ground-truth attack data
and the possibility that attackers may hide.

2.3.2 Data-driven Evaluation

We extend our SoK by conducting a data-driven evaluation. This is necessary because key
methods and assumptions in honeypot research cannot be validated without external obser-
vations. Based on results derived by our contextualization (see Subsection 2.3.1), we identify
further research questions and explore them. In detail, (i) we analyze whether different attack
thresholds used in prior work have a significant effect, (ii) we verify whether honeypots observe
all Internet-wide attacks, and (iii) we explore the possibilities to improve thresholds.

Evaluating attack thresholds. We assess the comparability across honeypot projects by
describing and analyzing the effects of various flow identifiers and attack thresholds. To this end,
we apply both flow identifier types used in honeypot research. We then explore the effects of
the complete threshold configuration spectrum w.r.t. temporal (i.e., timeouts) and volumetric
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(i.e., packet number) properties. We do this on the dataset obtained by the CCC honeypot
platform.
Evaluating attack completeness. The stability of observations (honeypot convergence) is
used to justify that honeypot sensors capture a representative view of all Internet-wide attacks
(completeness). To validate this, we first review the convergence metric by an optimal, best-
case analysis and then proceed with a randomized approach. Following this, we check whether
the (converging) CCC honeypot platform observes a set of baseline attacks against customers
of a leading DDoS mitigation provider2.
Evaluating detection potentials. We evaluate whether attack detection thresholds can
be improved. We do so by correlating honeypot, telescope, and our baseline data sets. First,
we use the DDoS baseline and try to optimize towards this data set, i.e., we improve the
honeypot attack detection (but risk over-training towards this specific baseline). By adopting
very permissive thresholds, we infer the upper bound of attack detection. Second, we use
telescope baseline data to infer whether attack detection thresholds for honeypots already
effectively remove baseline scan events.

2.4 Amplification Honeypot Platforms

We now describe some of the best known honeypot deployments as originally presented in their
publications. They implement attack detection mechanisms to identify reflective amplification
attacks based on the packets they receive. These detection mechanisms, see Section 2.6, can be
applied on any data but were presented alongside the data collection platforms described here.
AmpPot. AmpPot [76] deploys 21 sensors supporting nine protocols. The sensors are primarily
deployed in ISP environments with half located in Japan and the others spread globally. These
sensors are usually configured with static IP addresses, but a quarter receive dynamic addresses
with lease times of up to 51 days. An AmpPot sensor can operate in three modes: (i) emulated
runs a partial, internal implementation of the protocol, (ii) proxy forwards to a separately
deployed service, or (iii) agnostic amplifies with random data independent of the protocol.
AmpPotMod. AmpPotMod [118] uses a subset of the original AmpPot deployment: eight
sensors running in proxy mode (except for SSDP) deployed at ISPs in Japan. The sensors
support up to six amplification protocols and use dynamically assigned IP addresses.
CCC. The Cambridge Cybercrime Center (CCC ) [146] platform is a distributed honeypot
platform that supports eight protocols. For NTP and DNS, the sensors proxy to real services.
In other cases they respond with a limited, emulated answer. The number of sensors fluctuates
over time with a median of 65 active sensors (currently 50). Sensors are spread across 10

2It is very likely that even the leading DDoS mitigation provider is not able to observe all attacks due to the (i)
distributed nature of the Internet and (ii) local attacks. Still, any honeypot platform claiming completeness
(e.g., based on convergence) should at least observe the baseline attacks. We further discuss this in Section 2.5.
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Table 2.2: Data sources utilized in this chapter to revisit common methods to assess honeypots.
All data sources span November 01, 2021–January 31, 2022.

Data Source Attack Thresholds Convergence Completeness
(Subsection 2.6.2) (Section 2.7) (Section 2.8)

CCC Honeypot Events ✓ ✓ ✓

DoS Mitigation Provider ✓

US & EU Telescopes ✓

countries in academic and cloud networks, located in 31 IP prefixes in 8 ASes. 16 sensors
are deployed in their own /28 subnet. The remaining sensors are deployed at low-cost cloud
providers and in a handful of consumer ISPs.
NewKid. The NewKid platform [52] deploys a single sensor supporting 9 protocols in a
university network. The sensor operates in proxy mode for Memcached and DNS, and emulates
responses for other services.
HPI. The HPI platform [50] deploys a total of 549 honeypots distributed over five cloud
providers and across four continents. The sensors support six protocols (emulated and proxied)
in four different modes that signify the protocol correctness and the amplification factor: (i)
real-small (ii) real-large (iii) fake-small and (iv) fake-large.

It is worth noting that all platforms deploy a form of rate limiting to minimize adverse effects.
Table 2.3 summarizes the setup properties of the different honeypot platforms.
Impact on other research areas. The groundwork on amplification honeypots was published
in three consecutive years, AmpPot [76] in 2015, AmpPot Mod [118] in 2016, and CCC [146] in
2017, followed by HPI [50] in 2021. According to Google Scholar, the oldest honeypot, AmpPot,
has been cited the most, reaching nearly three times the citation count of the others. With
a few exceptions, all papers are cited in security-related research but have had influence in
multiple, related areas. The most impactful citations of AmpPot relate to research on technical
aspects of DoS, while AmpPotMod and CCC receive more attention from adjacent areas such
as CRIME-related research. Measurement research has more commonly cited AmpPot and
CCC compared to AmpPotMod.

2.5 Data Sets for Data-driven Evaluation

We now introduce our data sets, which are summarized in Table 2.2.

2.5.1 Honeypot Data

We use data from the CCC honeypot platform. CCC supplies two types of log formats. First,
a list of victims inferred by applying the default CCC thresholds. Second, a list of all event
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summaries per sensor. We analyze the second list for testing various thresholds and validate
our scripts with the first list by applying the default CCC thresholds and inferring the same
victims as CCC did.

We also check whether the CCC platform operated without interruptions. This eliminates a
possibly skewed convergence behavior due to external reasons, i.e., a honeypot sensor running
only during a fraction of the measurement period would always observe different attacks than
a second sensor running at different times.

2.5.2 Telescope Data

Scanning observations vary between telescopes that differ by topological and geographical prop-
erties [53]. This is why we use a /24 telescope from the US and three /24 telescopes from the
EU. In total, 85% of the CCC honeypot sensors are deployed in these regions, which enables a
fair comparison.

Our analysis is based on the assumption that telescopes primarily observe scan traffic for
UDP. Because network telescopes are fully passive, scanners do not detect open amplifiers
in these networks, which could be misused in a subsequent attack event. This means we
do not expect spoofed traffic arriving at the telescope. Moreover, attackers sending spoofed
queries to a telescope would effectively waste their resources because there is neither reflection
nor amplification possible. This makes telescopes a suitable vantage point to identify UDP
scanners.

In addition to amplification attacks, other UDP (non-scanning) traffic can be monitored at
network telescopes. In 2015, a total of 134 DNS-based amplification attacks have been inferred
during a period of 6 months [42]. However, only a handful of these attacks have been verified
and most attacks exhibit properties of aggressive scanning rather than attacks, i.e., the number
of targeted unique dark addresses equals the number of total packets sent. These observations
might be due to the early stage of detection methods of amplification attacks, which, at that
time, did not account for fast scanning methods [38].

The deployment of the protocol QUIC [203] recently changed UDP traffic properties at tele-
scopes. Although QUIC runs on top of UDP, it requires a handshake to initiate connections,
making it susceptible to state-overflow attacks [110]. This means that we observe DoS backscat-
ter targeting UDP in addition to TCP services. Identifying QUIC backscatter is easy, however,
because attacks originate from the default QUIC port and a specific group of content servers.
Furthermore, they contain fingerprintable data [110]. Overall, QUIC backscatter does not
interfere with our measurements.

Lastly, accidental misconfigurations might lead to UDP traffic at the telescope. We argue
that such events are rare and unlikely to reach the ports associated with amplification attacks.
However, we cannot completely exclude them.
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2.5.3 DDoS Baseline Data Set

We collaborate with the world’s largest DDoS mitigation equipment provider with a reported
global market share of over 20% in 2020. We receive partially anonymized attack information
under a non-disclosure agreement for popular amplification protocols during our main measure-
ment period. In total, we are able to observe all reported attacks for the protocols supported
by the CCC honeypots.

The data provided by the mitigation company is based on a DDoS appliance deployed on
the direct links between customers and their upstream providers, i.e., they are able to observe
all external attacks targeting end hosts in the customer networks. Attack detection is based
on observing volumetric peaks and well-known attack vectors to identify anomalous traffic
changes. It involves customer feedback, which is important for mitigation (traffic scrubbing),
since scrubbing could lead to unwanted packet loss in case of false positives.

Our data set includes start and stop time of an alert, attack type, and flow selection criteria.
For each attack event, we obtain the list of protocols misused, destination prefixes receiving
traffic as observed by the sensor, but without a detailed breakdown of traffic volumes by target.
Although inferring the specific targets and the impact from attack from this list is usually
not possible it can be utilized for longitudinal validation. For each attack inferred at the
honeypot, we can check whether it is covered by a mitigation provider attack event and one of
its prefixes. More specifically, the victim is visible as the source of requests at the honeypot
and the destination of attack traffic at the DoS mitigation sensor.

Quality of the baseline. To evaluate the precision of thresholds that are used to detect
amplification attacks at honeypots, ground truth data is necessary. Such data has to be created
independent of the honeypots since choosing one honeypot as a point of reference for multiple
honeypot platforms will lead to ambiguity for two reasons. First, each honeypot platform
depends on thresholds. Second, no single configuration can be selected as the better reference
point without attack event verification. Unfortunately, there is no public source of ground truth
data for DoS-victims and attack events. Such information is often considered private and may
inflict unexpected cascading effects, e.g., a victim might experience a loss of customers due
to a decreased trust in its systems, or other attackers might be encouraged to launch follow-
up attacks on weakened systems. Furthermore, a complete view of DoS attacks is difficult
to obtain, because even with large honeypots, attacks often only use a very small subset of
reflection-capable systems. So although research-based methods to observe DoS attacks are
documented publicly, their inferred list of victims often remains private or limited due to
vantage point bias.

Companies, such as our data provider, offering DoS traffic mitigation services and equipment
are in a unique position to identify DoS victims. These mitigation providers typically operate
on the aggregates of traffic paths and relay points (i.e., routers), observing traffic en route
rather than having to reside in an endpoint that may or may not be involved in an attack.
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These aggregate observation points have the advantage of scale, with the ability to observe and
correlate attack events across an array of covered systems and networks. Mitigation providers
typically have aggregate traffic sensors deployed at a variety of customer sites. Anomalous
traffic that is detected can be reported, and may eventually trigger automatic mitigation such
as blackholing [109] or traffic scrubbing [66]. Although such mechanisms are also based on
heuristics in practice, operational data based on such mechanisms produces a confirmed set of
victims due to its immediate mitigation actions. In practice, a detected attack (i) triggers a
report that alerts the customer and optionally (ii) activates an automatic countermeasure to
protect the target from the attack. False-positives would lead to unhappy and fewer customers,
especially because some mitigation services charge by the volume of traffic sanitized. Also,
false-negatives would be reported by the customer (since its service still experiences quality
degradation because of DoS traffic), which ultimately leads to fine-tuning of thresholds and
better detection.

We call our data baseline for two reasons. First, during our measurement period, no customer
complained about false positives, so we believe that the detection accuracy is very high. Second,
we also believe that this data set provides a representative visibility into attacks because the
DDoS mitigation company has a 22% market share, and its customers are internationally and
topologically (small, medium, large networks) distributed.

Given that the events included in our baseline data set are attacks, honeypot platforms
claiming complete coverage should be able to detect these events (and maybe more).

2.6 Detecting Attacks

Attackers unwittingly use amplification honeypots as reflectors to conduct attacks. This helps
honeypot operators to observe and quantify attacks. To distinguish attack packets from scan-
ning and general Internet background radiation (IBR), honeypots group packets into ”flows”
using a flow identifier (id). Attack thresholds then identify flows that likely belong to an attack.

Flow ids can be created using commonalities among packets such as the combination of
source/destination address and source/destination port pairs. Traditional Internet applications
minimally use a five-tuple flow id (IP protocol, address pair, port pair) to group flows, but all
fields in the IP header, UDP header, and abused protocol could be used. Minimizing the
number of flow id fields while correctly classifying all packets in a group maximizes efficiency.

In a reflective attack, the request packets an attacker sends will contain a spoofed source
address. The spoofed address becomes the destination (victim) for amplified response packets.
This is achieved by handcrafting packets, which requires the attacker to set all fields to protocol-
conforming values. Attackers may randomize field values that may vary by operating system
or at run-time, such as the IP ID field or UDP source port, in order to complicate packet
classification at the honeypots.
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Figure 7.2: DNS sensors. Black arrows indicate DNS messages visible to external scanning
campaigns.

7.3.1 Controlled Experiment

We develop and deploy three ODNS honeypot sensors, see Figure 7.2.

Sensor 1: Recursive Resolver. The first sensor behaves exactly like a public recursive
resolver. The sensor answers using the same IP address at which it also has received a DNS
request, 𝐼𝑃1. This configuration is a baseline measurement. We expect every viable Internet-
wide DNS scanning campaign to find this sensor.

Sensor 2: Interior Transparent Forwarder. We utilize two IP addresses, 𝐼𝑃2 to receive
DNS requests from a scanner and 𝐼𝑃3 to send responses. Both IP addresses are part of the
same /24 prefix. This configuration allows for the following inferences: (i) Scanners that report
𝐼𝑃2 ignore the different IP address 𝐼𝑃3 in the response. They are RFC-compliant [245], and
implement DNS transactional scans. (ii) Scanners that report 𝐼𝑃3 only evaluate the responses
independently of the sent requests, which is a strong indicator for stateless, response-based
analysis. This sensor mimics the key behavior of a transparent forwarder, but, as both addresses
belong to the same IP prefix, the setup is easy to deploy. It does not require special network
configuration such as disabled source address validation. Moreover, we can ensure that a reply
is sent to the scanner.

Sensor 3: Exterior Transparent Forwarder. The third sensor implements a transparent
forwarder which relays spoofed packets to an external, public resolver. This sensor is reachable
at 𝐼𝑃4 and forwards a request using the source IP address of the scanner. To allow for spoofing,
this sensor should be connected to a network that does not deploy source address validation [190]
and peers directly with the network of the public resolver. In contrast to the previous setups,
we do not receive the answer from the public resolver since the answer is sent directly to the
scanner. Similarly to sensor (2), we can infer the following: (i) Scanners that report 𝐼𝑃4 ignore
the different IP address in the response, indicating transactional scans. (ii) Scanners that report
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Table 7.3: Detection of our DNS sensors by popular scans.
Detected

Sensor 1 Sensor 2 Sensor 3
Scanner 𝐼𝑃1 𝐼𝑃2 𝐼𝑃3 𝐼𝑃4

Shadowserver ✓ ✘ ✓ ✘
Censys ✓ ✘ ✘ ✘
Shodan ✓ ✘ ✘ ✘

the public resolver will miss our forwarding sensor. This is because multiple responses from the
same source will be aggregated into a single DNS speaker.

Deployment Details. Our sensors resolve incoming requests using Google’s public resolver.
We verify that source address validation is not deployed in our network. Moreover, our network
peers directly with Google at an Internet eXchange point (IXP), so we are not exposed to filters
from upstream providers, as required for sensor 3. We confirm the correct operation of all
sensors by sending DNS queries and analyzing replies at the scanner. To prevent amplification
attacks [266], we configure a strict rate limiting such that each sensor is allowed to answer one
request every 5 minutes per source /24 prefix. We use a rate limiting based on the client prefix
since it also prevents DoS carpet bombs [52]. We deploy our sensors for multiple weeks and
then inspect the scan project results.

7.3.2 Results

All three sensors received scans from Censys, Shadowserver, and Shodan, but those scanners
did not identify all of our sensors as an ODNS component. We use Censys’ and Shodans public
search API to check which IP addresses of our sensors have been discovered. As owner of the
IP prefix that we used for our sensors, we have been informed by Shadowserver about our
sensors.

All measurement campaigns discovered our public resolver (Sensor 1). None of them found
one of our DNS forwarders, see Table 7.3. Shadowserver reported the replying IP address 𝐼𝑃3

of Sensor 2, which, in real deployment, would represent the address of a recursive resolver.
However, Censys and Shodan did not report 𝐼𝑃3, which indicates that the responses did not
pass a sanitizing step, respectively. We conclude that transparent forwarders are currently
missed by these scanning campaigns. Given that the measurement results of these campaigns
are used by third parties, the impact of ignoring transparent fowarders is large. National
CERTS, for example, rely on data from Shadowserver to identify local ODNS systems.
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Figure 7.3: Top-50 countries with transparent forwarders. Countries with emerging markets
exhibit more transparent forwarders.

7.4 Measuring and Analysing Transparent DNS Forwarders

7.4.1 Measurement Method and Setup

Method. To identify transparent forwarders, we need to correlate requests and responses at
the scanning node. Our method aims for easy deployment, low measurement overhead, and
robustness against manipulations. It requires two steps. First, mapping replies to requests of
our scans. Second, classifying ODNS components.

To implement the first step, our scanner records the complete DNS transaction, i.e., source
and destination IP addresses, client port, and the ID used in the DNS header [245]. Assigning
replies to requests based only on IP addresses would introduce ambiguity since replies triggered
via transparent forwarders will include the source IP address of the resolver. Furthermore, to
enable Internet-wide parallel scans, we ensure unique tuples of transport port and ID similar to
other asynchronous scanners [38]. Then, even if we receive replies from the same resolver used
by different transparent forwarders, we can clearly map responses to requests (for a detailed
example, compare appendix Figure 7.7).

Our scanner requests a static name that belongs to a DNS zone which we control. The corre-
sponding authoritative name server replies with two A records similar to other approaches using
client-specific responses (details see Section 7.2). Performing full DNS transactions and using
a control resource record also helps us to identify distortions introduced by middleboxes [62].
After receiving replies, we correlate the client port number and DNS transaction ID of responses
and previously recorded request data. We use a conservative DNS timeout of 20 seconds. Note
that this and the subsequent analysis of forwarders is part of post-processing the data. It does
not affect the speed of scanning.

We then classify ODNS components. Utilizing the destination address of the request (𝐼𝑃𝑡𝑎𝑟𝑔𝑒𝑡 ),
the response source address (𝐼𝑃𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒) and dynamic A resource record (𝐴𝑟𝑒𝑠𝑜𝑙𝑣𝑒𝑟 ), we apply:
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Figure 7.4: CDF of transparent forwarders per country. Top-10 countries exhibit ∼90% of all
transparent forwarders.

Transparent Forwarder if
𝐼𝑃𝑡𝑎𝑟𝑔𝑒𝑡 ̸= 𝐼𝑃𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒

Recursive Forwarder if
𝐼𝑃𝑡𝑎𝑟𝑔𝑒𝑡 = 𝐼𝑃𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒 ∧ 𝐼𝑃𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒 ̸= 𝐴𝑟𝑒𝑠𝑜𝑙𝑣𝑒𝑟

Recursive Resolver if
𝐼𝑃𝑡𝑎𝑟𝑔𝑒𝑡 = 𝐼𝑃𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒 ∧ 𝐼𝑃𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒 = 𝐴𝑟𝑒𝑠𝑜𝑙𝑣𝑒𝑟

Setup. We deploy our scanner in a network, which allows for high packet rates without
triggering a DoS attack mitigation such as packet drops or rate limiting. We probe any public
IPv4 address and use moderate scanning rates, i.e., we need 18 hours for a full pass. Our author-
itative name server is implemented based on a common high-performance DNS library [243],
which supports up to 20k pps.

7.4.2 Results

The subsequent results are based on an Internet-wide scan from April 20, 2021. Ongoing, more
recent scans find the same results.
Detailed Comparison with Shadowserver. We find ≈536k transparent forwarders, iden-
tified by distinct IP addresses. Compared to Shadowserver [278], which does not detect trans-
parent forwarders, this reveals ≈ 18% more ODNS components (compare Table 7.1).

It is worth noting that we identified, in sum, fewer recursive resolvers and recursive forwarders
compared to Shadowserver, because we require responses to include both A-records, with the
static control record being unaltered. Shadowserver requires only one correct A record. Omit-
ting this step in our method leads to similar numbers than Shadowserver. To be robust against
manipulation, we keep our more strict requirement and still detect more ODNS components in
total due to consideration of transparent forwarders.
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Figure 7.5: Popularity of public resolver projects. Google & Cloudflare are commonly used by
transparent forwarders.

Geo-Location of Transparent Forwarders. We now try to understand whether the de-
ployment of transparent forwarders is more popular in specific countries. To this end, we
successfully map 99.9% IP addresses to ASes based on Routeviews dumps. Then, we map ASes
to country codes with whois data und MaxMind. Figure 7.4 depicts the cumulative number of
forwarders per country. Roughly 25% of countries with at least one ODNS component do not
exhibit any transparent forwarder (highlighted in gray). We find, though, that ten countries
host 90% of all transparent forwarders .

Countries that only expose transparent forwarders to the ODNS may be missed completely
by scanning campaigns. Considering our complete data set, we do not find those cases. We find
5 countries hosting over 90% transparent forwarders, 4 of them are among the top-50 countries
(see Figure 7.3). 8 out of 9 countries with over 10k transparent forwarders are classified as
an emerging market [173], such as Brazil and India. With respect to all ODNSes in these two
countries, transparent forwarders account for more than 80%.

Common Public Resolvers used by Transparent Forwarders. DNS consolidation
directly correlates with how difficult it is to detect transparent forwarders. This is because
the higher the consolidation, the more forwarders are hidden behind individual resolver IP
addresses. Hence, we analyze the used resolvers and assess the relative popularity of four large
public resolver projects (Google, Cloudflare, Quad9, and OpenDNS) per country. Figure 7.5
unveils that Google and Cloudflare are most common. Almost all transparent forwarders in
India relay requests to Google, for example. This aligns with recent complementary studies,
which show that 19% of Google DNS users are located in India [201]. Following these results we
can conclude that current scanning campaigns, which only consider DNS replies, underestimate
the amount of ODNS components per country since they observe responses only from 8.8.8.8
or other public DNS projects. Comparing Shadowserver and our data, the ODNS rank of the
top-20 countries varies up to 12 positions (details see Subsection 7.7.1).
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Table 7.4: Top-10 countries with highest “other” share (absolute) in Fig. 7.5. We show (i) the
ASNs from which our scanner received most of the “other” responses, (ii) the number
of transparent forwarders, (iii) the share of responses in “other” for which the ASN
of 𝐴𝑟𝑒𝑠𝑜𝑙𝑣𝑒𝑟 belongs to one of the four common resolver projects.

Country Top ASN # Transparent
Forwarders

Indirect
Consolidation

Turkey 9121 52,663 0.3%
Poland 5617 24,879 1.4%
United States 209 14,546 18%
China 4812 11,030 0.9%
France 5410 5,268 0.8%
Indonesia 4622 5,154 27%
India 3356 5,037 48%
Brazil 262462 4,920 48%
Canada 21724 2,303 21%
Italy 3269 1,824 35%

Alternative Resolvers used by Transparent Forwarders. We find countries in which
transparent forwarders do not use one of the four common resolver projects (see “other” in
Figure 7.5). In order to understand the usage of alternative resolvers, we analyze the top-10
countries with most transparent forwarders in the “other” share. Our results are summarized
in Table 7.4. We detect two trends. First, countries such as India and Italy that already use
popular resolver projects frequently (direct DNS consolidation) also deploy complex forwarding
chains. In those cases, at our scanner, we receive DNS responses from IP addresses belonging
to the AS of the transparent forwarder. Analysing the IP address in the 𝐴𝑟𝑒𝑠𝑜𝑙𝑣𝑒𝑟 record
reveals, however, that our authoritative name server received the request from an IP address
outside this AS. This unveils a dependency chain in which transparent forwarders relay to local
recursive forwarders, which then forward to a popular resolver project (indirect consolidation).
Second, we identify countries (Poland, France, China, and Turkey) that tend to not use public
resolvers at all. Here, we find larger forwarder pools but those forwarders use only 1 to 10
local resolvers. For example, a single DNS resolver (195.175.39.69, Turkish Telecom) is serving
almost all transparent forwarders from Turkey, which again masks their existence (for stateless
scans).
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7.5 DNSRoute++

In this section, we introduce DNSRoute++, a tool to explore network properties around trans-
parent forwarders, and present two results.

Measurement Approach. DNSRoute++ is a traceroute application that exploits the be-
havior of transparent forwarders. In contrast to common traceroute, DNSRoute++ sends
DNS requests and continues incrementing the TTL when the target is reached. If the target
IP address is a transparent forwarder, we expect to receive TTL Exceeded messages from hosts
beyond the forwarder. In detail, DNSRoute++ (i) reveals all hops between a scanner and the
(target) transparent forwarder, then (ii) all hosts between the transparent forwarder and the
recursive resolver used by the forwarder. This works because the IP stack of the transparent
forwarder replies when the TTL is exceeded (which stops forwarding) and forwards a DNS re-
quest internally to the upper layers otherwise (which reveals hosts beyond a forwarder). We
scan all transparent forwarders.

Path Lengths to Public Resolvers. We compare path lengths from transparent forwarders
to their recursive resolvers, see Figure 7.6. We obtain over 70k paths to 1.1k ASNs after saniti-
zation. Our sanitization removes incomplete paths due to host churn or traceroute anomalies.
Short path lengths indicate sound anycast deployments.

We find that Cloudflare exhibits the shortest paths compared to Google and OpenDNS. On
average, Cloudflare resolvers are reachable in 6.3 hops. In case of Google and OpenDNS, we
observe 7.9 and 9.3 hops, respectively.

Doan et al. [35] performed similar path measurements using 2.5k RIPE Atlas probes in
729 distinct ASes. They also observe shorter paths to the Cloudflare resolver but a reverse
ranking in case of Google and OpenDNS. This difference might be due to the location of
measurement probes. RIPE Atlas probes are more likely located in North America and Europe,
transparent forwarders are more common in South America and Asia. It is worth noting that our
measurement approach only requires transparent forwarders and no deployment of dedicated
probes in external networks. Hence, our methodology is complementary.

AS Relationship Inference. Paths acquired with DNSRoute++ may help to infer AS
relationships. The autonomous system (AS) before the AS of a forwarder indicates an inbound
network (𝐴𝑆𝑖𝑛 ) and the AS after a forwarder the outbound network (𝐴𝑆𝑜𝑢𝑡 ). If 𝐴𝑆𝑖𝑛 = 𝐴𝑆𝑜𝑢𝑡 ,
we can assume a provider-customer relationship, since our scanner is outside the customer cone
of 𝐴𝑆𝑖𝑛 . After sanitizing AS mappings, we can utilize 27k paths and observe 𝐴𝑆𝑖𝑛 = 𝐴𝑆𝑜𝑢𝑡 for
62% of the paths. We detect 41 provider-customer relationships that are currently unclassified
by CAIDAs relationship inference [171].
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Figure 7.6: Distribution of path lengths between transparent forwarders and their recursive
resolvers, separated by common recursive resolver projects.

7.6 Discussion

What is the purpose of transparent forwarders? Transparent forwarders differ from
intentional DNS manipulations. First, they are not part of transparent interception [63], [87],
[126], [288], which forwards queries to alternate resolvers and spoofs responses. Also, they
differ from DNS redirection, which changes response records for the sake of advertisement [77],
[156] or censorship [7], [80]. Lastly, they are not part of DNS tunneling, which carries ancillary
information [61] not related to name resolution.

We conjecture that transparent forwarders are misbehaving CPE devices, either serving a
single end customer or larger networks. To support this hypothesis, we perform an (i) AS-based,
(ii) device-based, and (iii) prefix-based classification. For details about the classification, we
refer to Subsection 7.7.3.

Considering the top-100 ASes by the number of transparent forwarders, we find 79% ASes are
eyeball ISPs, 7% of other types, and 14% remain unclassified. 65 ASNs are 32-bit numbers [286],
i.e., belong to more recent AS deployments.

MikroTik produces low-cost routers and CPE devices which are often affected by vulnerabil-
ities [168], [23] and have been previously identified as DNS forwarders [81]. MikroTik’s price
policy seems to attract countries with emerging markets [173]. Overall, we attribute about 18k
hosts (23%) to MikroTik.

Finally, we find that 26% of transparent forwarders are located in a /24 IP prefix that hosts
less than 25 transparent forwarders. Such sparse population indicates that those forwarders
belong to CPE devices (e.g., home gateways) of individual end customers. On the other hand,
we also find that 36% of the transparent forwarders cover a /24 network completely. 50% of
the MikroTik routers we identified can be assigned to such a scenario.

All these observations strongly indicate that most of the transparent forwarders are miscon-
figured CPE devices. Whether these devices serve as a middlebox for a single customer or
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as router for a larger network does not affect our results regarding consolidation and attack
potential.

Should scanning campaigns deploy transactional scans? Yes. Based on our mea-
surements, current implementations of stateless DNS scans miss transparent forwarders, which
account for 26% of all ODNS components. Interestingly, some countries host a disproportional
amount of transparent forwarders which makes them far more exposed to misuse than pre-
viously assumed. For those 15 countries, we find that they host at least 50% of transparent
forwarders and twice as much ODNSes as comparable studies detect.

Our transactional scans show that revealing transparent forwarders does not conflict with
fast, stateless scans. Transactional scans require little-to-none changes to existing scanning
infrastructures. Required changes include (i) the recording of outgoing scan traffic and (ii) a
lightweight post-analysis, which matches queries and responses based on the client port and
DNS transaction ID. These changes do not impair the scanning rate itself. We focus on DNS
over UDP [245] as we do not expect transparent forwarding for DoT [199] and DoH [197]
since their connection-based requests conflict with IP spoofing. Also, for benevolent scanning
campaigns, we recommend utilizing custom responses and not custom queries for a forwarder
classification to limit adverse effects. Encoding the IP addresses of targets leads to cache
pollution due to negative caching [198] and cache evictions of popular, legitimately used names,
which resembles random-subdomain [43] and water-torture [90] attacks. We find resolvers
serving >40k forwarders, which would introduce >40k cache entries to a single resolver.

What is the misuse potential? Transparent forwarders can be misused as invisible diffusers
for reflective amplification attacks as they relay the source IP address of the DNS request as-
is. Hence, spoofed packets (allegedly from the victim) are forwarded with the source address
spoofed by the attacker. Booters offering DDoS services utilize centralized attack infrastructures
to reduce costs and maintenance [137]. Misusing transparent forwarders (i) allows to reach mul-
tiple PoPs of anycast DNS providers despite their centralized infrastructure (e.g., Google allows
ANY requests) and (ii) impedes attribution by further obfuscating the origin of spoofed traffic.

Overall, transparent forwarders likely belong to domestic setups but interact with unsolicited,
external requests, which might lead to impaired performance, security risks and liability impli-
cations.

7.7 Additional Analysis

7.7.1 Ranking Countries by ODNS Components

In this work, we showed that transparent forwarders amount to more than 25% of all ODNS
components. Common ODNS scan campaigns such as Shadowserver rank countries based on
the number of ODNS components but miss transparent forwarders (see Section 7.3). Table 7.5
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Table 7.5: Top-20 countries ranked by number of ODNS components, comparing this work and
Shadowserver.

This Work Shadowserver DifferenceΔ
Country Rank #ODNS Rank #ODNS Rank #ODNS
China 1 632428 1 717706 0 - 85278 ↓
Brazil 2 297828 6 49616 4 ↑ 248212 ↑
United States 3 144568 2 137619 1 ↓ 6949 ↑
India 4 102910 8 33510 4 ↑ 69400 ↑
Russia 5 93498 3 102368 2 ↓ 8870 ↓
Turkey 6 76168 18 19298 12 ↑ 56870 ↑
Indonesia 7 59972 5 56319 2 ↓ 3653 ↑
South Korea 8 49143 4 73790 4 ↓ 24647 ↓
Argentina 9 43648 20 16974 11 ↑ 26674 ↑
Poland 10 43431 10 29175 0 - 14256 ↑
Bangladesh 11 40917 16 22940 5 ↑ 17977 ↑
Taiwan 12 37550 7 38525 5 ↓ 975 ↓
Iran 13 36659 9 33444 4 ↓ 3215 ↑
France 14 25320 12 25763 2 ↓ 443 ↓
Italy 15 24766 14 24483 1 ↓ 283 ↑
Vietnam 16 21407 15 24266 1 ↓ 2859 ↓
Ukraine 17 20780 13 25307 4 ↓ 4527 ↓
Thailand 18 19694 17 20474 1 ↓ 780 ↓
Bulgaria 19 18443 n/a 16239 >1 ↑ 2204 ↑
Germany 20 16243 19 17788 1 ↓ 1545 ↓

shows the change of ranks for the top-20 countries when considering the complete ODNS in-
frastructure by including transparent forwarders.

7.7.2 Measuring Transparent Forwarders

Figure 7.7 illustrates our response-based measurement method, which we explain in detail in
Section 7.4.

7.7.3 Details on the Deployment of Transparent Forwarders

AS Classification. We classify the top-100 ASes by transparent forwarder count. These ASes
cover 50% of all transparent forwarders. For each ASN, we map the network type using Peer-
ingDB. 37 ASes are Cable/DSL/ISP networks. Since the majority of ASes is not classified in
PeeringDB, we also perform a manual classification. We also perform a manual check whether
ASes that are classified as NSP provide eyeball Internet services. Based on our manual inspec-
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Figure 7.7: Two transparent forwarders trigger DNS responses from the same recursive resolver,
identified by the same source IP address. Black arrows indicate DNS messages
observed by our infrastructure.

tion, we identify 42 additional ISPs. In total, out of the top-100 ASes, 79 can be considered
Cable/DSL/ISP networks.

Device Fingerprinting. For device fingerprinting, we use Shodan [273] and Censys [174].
To this end, we analyze all open ports and banner grabbing information. Shodan provides
information for 80k of 600k queried hosts. Inspecting the open port distribution, we find
a strong correlation for 10 MikroTik ports [23]. OS and product information collected by
Shodan confirm our observations becasuse the most common tags specify MikroTik. Censys
data confirms our results and also identifies the hosts as MikroTik devices.

Distribution in /24 Prefixes. We map each transparent forwarder to a (non-overlapping)
covering /24 IP prefix and count the number of forwarders per prefix. If all IP addresses of a
prefix reply to our transparent forwarder scans, we may assume that these replies are initiated
by a single device (e.g., some kind of middlebox that serves the whole prefix). In contrast,
for sparsely populated prefixes, we may assume multiple deployed devices (e.g., several CPE
devices that serve differnet customers).

41k distinct IP prefixes cover 0.6M transparent forwarders. Figure 7.8 shows the distribution
of the number of transparent forwarders in each /24 prefix. Overall, we observe a mixed picture.
26% of all transparent forwarders are located in sparsely populated prefixes (≤ 25 transparent
forwarders in a /24 prefix), and 36% in completely populated prefixes (≥ 254 transparent
forwarders in a /24 prefix). Only 806 prefixes are completely populated. In those cases, we
argue that a CPE device serves as a router for larger networks instead of a single end customer.
Using CPE devices outside of individual DSL/cable customers is not uncommon because CPE
devices are cheap and some implement routing protococols (e.g., MikroTik even BGP). In any
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Figure 7.8: We map all transparent forwarders to a covering /24 prefix. Some transparent
forwarders belong to individual end customers, others may serve a larger network.

case, whether the transparent forwarder function runs on a device that serves a single end
customer or a larger network, our results hold, the transparent forwarder interacts as an ODNS
component and uses the resolvers we observed.

7.8 Conclusion

We showed that the open DNS infrastructure comprises transparent forwarders—in addition
to its recursive components. These forwarders intensify the perceived threat potential of the
ODNS. We argue to include them in on-going and future measurements as they account for a
relevant impact and share. Our results bolster current concerns regarding consolidation of the
DNS, at least for countries that massively host transparent forwarders.

7.9 Ethical Considerations

We presented a method to discover a new type of public DNS forwarders, which may be misused
by attackers. We are in contact with federal security offices to include transparent forwarders
in their on-going measurements that inform network operators about vulnerable devices.

7.10 Artifacts

This section gives a brief overview of the artifacts of this chapter. We contribute tools to
conduct follow-up measurements as well as raw data and analysis scripts to reproduce the
results and figures presented in this chapter.
Hosting. All artifacts are available in the following repository:

https://github.com/ilabrg/artifacts-conext21-dns-fwd

This public repository provides up-to-date instructions for installing, configuring, and running
our artifacts. We also archive the camera-ready version of our software on Zenodo:
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https://doi.org/10.5281/zenodo.5636314

Future Measurements. We plan to continue our experiments. Future measurement results
will be available on https://odns.secnow.net.
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Chapter 8

On the Interplay between TLS Certificates
and QUIC Performance

Abstract

In this chapter, we revisit the performance of the QUIC connection setup and relate the design
choices for fast and secure connections to common Web deployments. We analyze over 1M Web
domains with 272k QUIC-enabled services and find two worrying results. First, current prac-
tices of creating, providing, and fetching Web certificates undermine reduced round trip times
during the connection setup since sizes of 35% of server certificates exceed the amplification
limit. Second, non-standard server implementations lead to larger amplification factors than
QUIC permits, which increase even further in IP spoofing scenarios. We present guidance for
all involved stakeholders to improve the situation.

8.1 Introduction

The QUIC protocol [203] was designed to improve Web performance and reduce access la-
tency [29], [143] while keeping communication confidential [32]. A key approach is the reduction
of initial roundtrip times by integrating the QUIC handshake with the TLS 1.3 handshake and
coalescing multiple QUIC packets into one UDP datagram. At the same time, security concerns
about the UDP-based QUIC protocol demanded to limit the amplification potential, i.e., the

1-RTT

Multi-RTT (if server data > 3× Client Initial)

Client
(QUIC)

Server
(QUIC)

Initial Message (Client Hello )
Initial Message (ACK, Server Hello )

Handshake Message (TLS)
Initial Message (ACK)

Handshake Message (ACK, TLS)

Handshake Message (TLS)
Should be ≤ 3× Client Hello.

Mainly steered by TLS cert chain of server.

Figure 8.1: In QUIC handshakes, server replies are limited to 3× the size of the client Initial
until the client is verified.
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byte ratio of the server answer to the client request, for the initial reply to an (unauthenticated)
client.

In QUIC, the details of a connection handshake depend on a variety of factors: version nego-
tiation, QUIC retry option, packet coalescing, and the size and compression of TLS certificates.
In this work, we focus on the latter because it has great relevance for the handshake process,
see Figure 8.1. Using active and passive measurements we observe significant effects on latency,
amplification, and protocol behavior in current deployments.

In detail, we contribute the following.

1. Background on the interplay between the QUIC handshake and TLS certificates and prior
work (Section 8.2).

2. A measurement method to systematically analyze the problem space (Section 8.3).

3. Analysis of QUIC server behaviors for different sizes of client Initial messages. The
majority of QUIC servers incorrectly amplify handshakes or require multiple RTTs, even
for common Initial sizes used by Web browsers (Subsection 8.4.1).

4. An in-depth study of QUIC handshake behavior that shows that multi-RTT handshakes
are caused by large certificates and missing packet coalescence. Furthermore, some cer-
tificates unnecessarily contain cross-signed certificates instead of self-signed versions or
include their trust anchors (Subsection 8.4.2).

5. Empirical results highlighting the benefits of certificate compression during the hand-
shake. 99% of certificate chains would remain below the allowed amplification factor
(Subsection 8.4.2).

6. A major reason why large amplification factors may appear during connection setups
in the wild. For large CDNs, we observe up to 45× amplification for spoofed hand-
shakes (Subsection 8.4.3).

7. Guidance to improve the situation (Section 8.5) and our artifacts, which are publicly
available (Section 8.8).

8.2 Background & Related Work

In this section, we briefly recap the QUIC protocol mechanics of the connection setup, introduce
challenges of TLS certificates that undermine fast setups, and discuss related work.
The QUIC handshake and amplification mitigation. QUIC [203] was designed to provide
low latency, reliability, and security on top of UDP. A crucial part is the initial connection setup,
which should be fast [157] and prevent attacks related to amplification [133], [266] or state
exhaustion [110]. For this purpose, the QUIC handshake integrates TLS within the protocol
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handshake. A client starts with an Initial that is answered by an Initial from the server and
a Handshake packet that can be sent in a single UDP datagram (packet coalescence). The client
confirms receipt with an Initial ACK and then sends an its Handshake message. The server
resends unconfirmed Initial and Handshake packets. Protection against state exhaustion is
achieved when a server uses RETRY packets but such protection is rarely deployed [110].

To prevent amplification attacks, a server must not reply with more bytes than the QUIC
anti-amplification factor allows until the client IP address is verified. RFC 9000 [203] limits
the data size from the server to 3× the bytes that have been received in the client Initial,
see Figure 8.1, and includes padding and resent bytes [202]. After the server validates the
client by a complete roundtrip, it is free to send any amount of data. The factor of three is
low compared to the amplification potential of other protocols [133], [266]. We recap the IETF
design of the threshold in more detail in Subsection 8.6.2.

QUIC TLS connection setup. QUIC integrates TLS 1.3 [263] to cater for authenticated
confidentiality and integrity [281]. A TLS 1.3 handshake is initiated by a client sending its
supported cipher suites, key parameters, and other metadata in the first Initial message to
the server, which in turn replies with its own parameters and an X.509 certificate [178] used to
authenticate its identity [281, §4.4.].

In contrast to TLS over TCP, the sum of first responses of a QUIC server must not be larger
than the anti-amplification factor. This limit reduces the amplification attack surface but
poses a challenge for benign QUIC peers to achieve the goal of low latency and low connection
overhead. Either the client sends an Initial that is large enough to allow the server to
accommodate its reply within the anti-amplification limit, or the server adapts responses to be
small enough. Please note that the size of a server reply is mainly determined by its certificate,
i.e., the complete certificate chain sent by the server. Subfigure 8.2(a) illustrates the structure
of a TLS certificate.

Popular browsers use between 1250 and 1357 bytes in the Initial message, which can
easily conflict with common sizes of server certificate (see Section 8.4 for details). Depending
on public key and signature algorithms in use, sizes of issuer and subject names, as well as
extensions (e.g., subject alternative names), the total size of a certificate may vary by an order
of magnitude. Subfigure 8.2(b) depicts the size distribution from our data corpus; certificate
extension fields followed by signature and public key fields are the most space consuming in
certificates. A server can apply optimizations to its own certificate sizes, but it has no control
over intermediate certificates that it delivers as part of the certificate chain of trust. To compress
the entire chain, TLS 1.3 provides certificate compression [192]. To take effect, client and server
must support compression. While the adoption of TLS 1.3 is well studied [56], analysis of
certificate compression deployment is not included in prior research.

QUIC performance and adoption. QUIC provides good performance [17], [21], [28], [67]
and can outperform TCP. Prior work suggests that some security trade-offs were specifically
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signs

references

signs

references

version : 0x02 (v3)
serialNumber: 01:74:. . . :ca:7e
signatureAlg : sha256WithRSAEncryption
validity : 211127194412Z:221229194411Z
issuer : C=BE, O=GlobalSign nv-sa, CN=GlobalSign Atlas R3 DV TLS CA H2 2021

subject : CN=*.isc.org
subjectPublicKeyInfo :

algorithm: rsaEncryption
subjectPublicKey: 00:a5:. . . :56:95

AuthorityKeyIdentifier :
30:16:. . . :96:1f

SubjectKeyIdentifier : 04:14:. . . :b7:51
SubjectAltName: DNS:*.isc.org

signatureAlg : sha256WithRSAEncryption signature : 30:45:. . . :e3:d6

extensions

tbsCertificate
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Figure 8.2: Example of a TLS certificate and our observed distribution for various X.509 cer-
tificate field sizes.
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made in favor of improved latency [91]. The handshake, however, can suffer from additional
latency if client and server do not agree on a version directly [46].

Prior deployment studies mainly focus on the availability of QUIC services. QUIC adoption
started before the finalization of the standard [94], [144], [149] and continues since then [163],
led by hypergiants [247], [135]. DNS over QUIC lacks wide adoption and exhibits inefficient
handshakes due to large certificates if Session Resumption is not used [74], [75]. Most closely
related is [255], showing that 40% of QUIC handshakes with uncompressed certificates may trig-
ger an additional roundtrip, based on data from a specific CDN. To the best of our knowledge,
this work is the first that systematically assesses the impact of TLS certificates on QUIC per-
formance, leveraging comprehensive measurements.

8.3 Measurement Method and Setup

We search for (i) common HTTPS services and (ii) QUIC-services, to collect related TLS cer-
tificates and compare performance of protocol design and deployment choices. In this chapter,
we use the term service to quantify the number of domains served via a specific protocol, ir-
respectively of whether these domains are delivered by the same IP host, i.e., we present a
domain-centric perspective. The point of departure for our scans is the Tranco list [122] gener-
ated on September 10, 2022, since the Tranco list provides a good compromise [138] between
reflecting popularity and robustness. Subsequently1, we scan 1M domain names to broadly
capture what clients receive when contacting a web domain.

When conducting our measurements, we leverage existing tools where possible and mini-
mize extensions to achieve maintainability and ease reproducibility. Unfortunately, there is no
single tool available that implements all necessary features. We present an overview of our
toolchain in Section 8.8, Figure 8.14.

8.3.1 TLS Certificate Scans via HTTPS

Not all names in the Tranco list resolve to web servers that allow for TLS over TCP connections.
For each name in the list, first, we try to resolve IPv4 addresses using Google public resolver
8.8.8.8. Upon success, we then try to establish HTTP connections on ports 80 and 443 and
follow any redirects using HTTP(S) (status code 3xx) and HTML (meta tag with http-equiv
attribute). For every secure domain, including all redirects, we collect TLS certificates.

We were able to resolve 976k (out of 1M). For 13k names, the domain query returned
SERVFAIL, 9k could not be resolved (NXDOMAIN), and the remaining either timed out (10𝑠)
or refused the answer (REFUSED [179], [245]). About 866k names returned an IP address (A

1We immediately trigger our twofold scans (TLS/HTTPS scan followed by a QUIC scan) after the publication
and retrieval of the Tranco list. Facing the trade-off between aggressive, likely more precise scans, e.g., due to
(i) TLS certificate rollovers or (ii) traffic engineering, and friendly, low-impact scanning rates, we decide upon
rates that finished both scans within the same working week, representing our main measurement period.
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record). For every domain name which resolved to an IP address we tried to establish an
HTTP connection on both ports 80 (HTTP) and 443 (HTTPS). After following redirects, we
collected 821k unique certificates for more than 1.1M names along the redirection path.

8.3.2 QUIC Scans

We analyze QUIC handshakes in two scenarios: (i) a complete handshake including client
verification and (ii) an incomplete handshake imitating an unverified client, e.g., when clients
spoof IP addresses.

Complete handshakes. We scan all domains discovered during our certificate collection via
HTTPS and assign each successful handshake to one of the four groups:

1. 1-RTT (optimal): Handshakes that complete within 1-RTT and comply with the
anti-amplification limit.

2. RETRY (less efficient): Handshakes that require multiple RTTs because the Retry
option is used [203, §8.1.].

3. Multi-RTT (unnecessary): Handshakes that do not use Retry but require multiple
RTTs because of large certificates.

4. Amplification (not RFC-compliant): Handshakes that complete within 1-RTT but
exceed the anti-amplification limit.

To conduct QUIC handshakes and assign groups, we use quicreach [241], extended by RETRY
support. We find 272k QUIC services (∼25%). To investigate the effect of client Initial sizes
on server handshake behavior we vary the client Initial size between 1200 bytes (mandated
minimum [203]) and 1472 bytes (dictated by our MTU since QUIC forbids fragmentation) in
steps of 10 bytes. Handshakes targeting the same domain service pause 30 minutes to avoid
side effects such as DDoS mitigation.

quicreach does not provide access to certificates nor does the underlying stack support
certificate compression. We rescan with (i) QScanner [284] to access TLS certificates sent over
QUIC and (ii) extend quiche [196] to support three popular TLS compression algorithms in
QUIC.

In the majority of cases (96.7%), we find that the same TLS certificates are used in both
QUIC and HTTPS deployments for the same domains, which confirms prior work [163]. For
the remaining 3.3% of QUIC services, certificates differ from TLS over TCP. These differences
are mainly due to certificate rotations during the period of time between our HTTPS and
QUIC scans, leaving only 0.47% of QUIC services with different certificates because of other
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Figure 8.3: Influence of QUIC Initial sizes on the QUIC handshake. With respect to all
names, we find almost no effect.

reasons. To sanitize inconsistent data, we decide to base our QUIC certificate analysis on the
TLS certificates gathered via HTTPS.
Incomplete handshakes. To analyse the performance when a client successfully initiates
but does not complete a handshake, e.g., because of malicious activities, we conduct two mea-
surements. First, we collect QUIC backscatter from a telescope during January 2022. Since
telescopes do not emit any traffic, we can observe server behavior to non-responding, spoofed
client IP addresses. Here, we group QUIC traffic by major content providers and source con-
nection IDs (SCIDs). Second, we send a single Initial of 1252 bytes to the servers without
sending ACK messages, using ZMap [38].

8.4 Results

In this section, we (i) present our analysis of complete handshakes, (ii) study TLS certificates
as potential reason for performance drawbacks in more detail, and (iii) show results that reveal
QUIC amplification potentials in the wild.

8.4.1 Classifying QUIC Handshakes

Overview. Figure 8.3 shows the absolute number of handshakes types for all QUIC-reachable
names, depending on the Initial size. For an Initial size of 1362 bytes, which is similar to
common browser default values (see Table 8.1), we find that 61% of handshakes are classified as
amplifying and 38% as requiring multiple RTTs. Worryingly, the Retry and 1-RTT handshakes
account for only 0.07% and 0.75%, respectively. This means that a priori DoS protection and
fast handshakes are rare, unveiling that the QUIC design goals have not been met in the
wild, yet.
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Table 8.1: Comparison of QUIC INITIAL packet sizes and support for TLS 1.3 certificate com-
pression in popular browsers.

Init. Size Compression

Browser Version [Bytes] Algorithm3 Rate4 Services5

Firefox 101.x 1357 – – –
Chromium-based1 105.x 12502 brotli 73% 96%
Safari (macOS) 15.5 no QUIC zlib 74% 0.05%

zstd 72% 0.05%
1 Chrome 102.x, Brave V1.39, Vivaldi 5.3.x, Edge 102.x, Opera 88.0.x.
2 Recently reduced from 1350 [194]. 3 Tested with TLS 1.3 in TCP.
4 Mean rate observed by our Quiche client. 5 Out of 272k QUIC services.
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Figure 8.4: Amplification factor during first RTT. For complete client handshakes, the amplifi-
cation is relatively small.

We now investigate the effect of different Initial sizes. We find that amplifying handshakes
occur independently of the Initial size. However, we observe an interdependence between
multi-RTT and 1-RTT handshakes. With larger Initials, multi-RTT handshakes are less
likely and 1-RTT handshakes more likely (de- and increase by ∼1%). This nicely illustrates the
performance impact of the interplay between Initial sizes and deployed certificate sizes.

We also observe that the reachability of QUIC services is reduced by 1.2% for large Initials,
as indicated by the decreased height of the stacked bars. Interestingly, this effect is more
pronounced for top-ranked services (not shown). The top 1k and top 10k domains are seeing a
25% and 12% drop in reachability, respectively. We argue that this corresponds to load-balancer
deployments that are more likely to be used for very popular names. Load-balancers utilize
packet tunneling to distribute the load across multiple, redundant server instances. Packet
encapsulation used during tunneling adds bytes due to additional headers, which then exceed
the local MTU. Our observations of reachability issues comply with prior measurements [83].
Other than that, we find little differences across ranks, compare Subsection 8.6.3.

1-RTT exceeding anti-amplification limit. Independently of the Initial size, the ma-
jority of handshakes exceed the anti-amplification limit in the first RTT. We calculate the
amplification factor for our default INITIAL scans of 1362 bytes by dividing UDP payload
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Figure 8.5: Payload exchanged during multi RTT handshakes. TLS bytes almost always exceed
the limit but also QUIC padding can have a significant impact.

bytes received by the UDP payload bytes sent by the client. Figure 8.4 shows the amplification
distribution. The amplification factor, although exceeded, remains relatively small below 6x.
Cloudflares missing coalescence explains amplification. Based on TLS information and
additional IP prefix mapping, we find that 96% of the amplifying handshakes are completed with
Cloudflare servers and subject to the same implementation behavior. Surprisingly, we observe
exactly 2462 superfluous QUIC padding bytes for ≈157k handshakes. In these cases, although
the TLS data can vary in size, the remaining QUIC bytes are constant in size. Cloudflare servers
do not support packet coalescence at two levels: (i) Initial flags are sent separately, leading
to two UDP datagrams. The first containing the ACK and the second the ServerHello flag,
both of which are padded resulting in 2462 extra bytes, although only the latter elicits ACKs
and thus requires padding. (ii) We do not observe any coalescence of Initial and Handshake
messages. The extra bytes account for ≈60% of the limit but are (incorrectly) not considered
during amplification limit checks. We report this implementation shortcoming to Cloudflare.
Retry. We observe ≈200 services that predominantly request a Retry to authenticate client
addresses. We conclude that always-on DDoS mitigation is currently not widely adopted,
however, Retrys might also be triggered adaptively based on the current server load.
Multi-RTT (no Retry). Due to rare deployment of always-on Retry messages, we assume
that multi-RTT handshakes are caused by other factors. We analyze these factors, i.e., TLS
certificates, in more detail in the next section.

8.4.2 Impact of TLS Certificates

We presume that TLS certificate data causes multi-RTT handshakes. To verify our assumption,
we divide the bytes exchanged during a handshake into TLS payload and QUIC-related payload,
e.g., QUIC header and padding.

In the majority of cases (87%), TLS payloads alone exceed the amplification limit (see Fig-
ure 8.5). The distribution of (uncompressed) certificate chain sizes exchanged over TLS is
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Figure 8.7: Certificate chain sizes, depths and their dependency. � represents median leaf
size, and � the additional bytes required for the maximum leaf size. Dotted lines
represent the max allowed reply sizes of a server given common client Initial
sizes. The x-axis is cut off at 4200 bytes. Average sized certificate chains are likely
to exceed QUIC amplification limits.
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Figure 8.8: Mean sizes of certificate fields for QUIC domains. Non-leafs contribute most bytes
to large chains.

shown in Figure 8.6. Overall, we observe a median of 2329 bytes for certificate chains delivered
by QUIC domains compared to 4022 bytes for other names. We find that 35% of all certificate
chains exceed even the larger of the two common amplification limits (3·1357 bytes). This
means that domains without QUIC support will be affected negatively when they decide to
support QUIC in the future and continue to use existing certificates.

Popular parent certificates for QUIC unveil consolidation. By zooming into certificate
chains, we examine how the choice of a specific CA can impact the size of the certificate chain
that a service provider needs to deploy. For this analysis, we exclude certificate chains that are
not ordered correctly. Figure 8.7 exhibits the top-10 certificate chains deployed. Each white
box represents the sizes of the certificates in the chain (excluding leaf certificates), yellow boxes
(� ) and orange boxes (� ) represent the median sizes and the largest leaf certificate that we
observed in that chain.

Overall, we find that 7 out of 10 parent chains, together with the median leaf size, exceed
common amplification limits (5 out of 10 for HTTPS-only services).

For both QUIC and non-QUIC services the shortest chains, i.e., the smallest number of
intermediates, are issued by Cloudflare followed by Let’s Encrypt R3, GlobalSign, DigiCert,
and GoDaddy. We also observe cases in which cross-signed certificates are redundantly in-
cluded in chains while the self-signed version of the same public key is already included in
client trust stores. For example, row 2 and 3 in Subfigure 8.7(a) include the cross signed
version [220], [269] of ISRG Root X1 (signed by DST Root CA X3) instead of relying on the
self-signed variant [220], [270], as in row 6 . In other cases, servers superfluously include trust
anchors (i.e., root) certificates (e.g., row 9 in Subfigure 8.7(b)).

Furthermore, a high consolidation trend for QUIC services is visible, as the top-10 parent
chains cover 96.5% of QUIC services. For HTTPS-only services, this trend is less pronounced
with only 72% of services. Consequently, to improve the deployment of QUIC services, opti-
mizing the parent chains can have a significant, beneficial effect but only needs to involve a
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Table 8.2: Relative ratio of crypto algorithms and key lengths [bits] in use (limited to types
with a frequency of > 1%). HTTPS-only domains depend heavily on RSA.

RSA ECDSA

Service Certificate 2048 4096 256 384

QUIC Non-leaf 15.1% 22.4% 40.4% 22.1%
Leaf 19.2% 1.4% 78.9% 0.0%

HTTPS-only Non-leaf 63.3% 32.1% 2.7% 1.6%
Leaf 81.4% 8.1% 7.8% 1.9%

small number of stakeholders. Certificates delivered by QUIC servers tend to use more efficient
crypto algorithms, though, compared to non-QUIC Web services (see Table 8.2).
Non-leaf certificates bring the heavy load. We find very large certificate chains requir-
ing transmissions between 18k and 38k bytes, indicated by the long tail above 4000 bytes in
Figure 8.6. We proceed to use this value as a threshold to classify certificate chains.

Figure 8.8 depicts the mean size of various TLS certificate fields divided into leaf and non-
leaf certificates. We observe that for large chains the sum of public key and signature sections
on non-leaf certificates has the biggest impact on the chain size. This again shows the nega-
tive effects of selecting a large non-leaf parent chain, even if the related leaf certificate has a
reasonable size.

We also find that large cruise-liner leaf certificates [20] are rarely used in QUIC deployments,
details see Subsection 8.6.4.
Compression helps. Compressing certificate chains can avoid exceeding anti-amplification
limits and thus improve the situation in the future. Our synthetic experiment of compressing
collected certificate chains shows a median compression rate of ≈65%. This keeps the size
under the amplification limits for 99% of TLS chains, which in turn prevents multi-RTT QUIC
handshakes.

We find that 96% of QUIC services currently support the brotli algorithm, which is used by
Chromium derivatives. The support of multiple algorithms, however, is very rare with only
0.05% of QUIC services offering all three. These services relate to Meta.

The mean compression ratio in the wild is 73%, which is close to our synthetic experi-
ments. Here, 99% of all compressed certificates fit below a common anti-amplification limit
(3·1357 bytes).

8.4.3 Examining Amplification Potential

Our previous analysis considered the behavior of servers when handshakes complete successfully.
Now, we consider the case when a client fails to send an ACK to a server response. This would
cause a resend of data by the server. Since the client IP address is not verified all resends must
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Figure 8.9: QUIC amplification factors including resends when clients do not respond (e.g., due
to spoofing). Amplification increases drastically.

comply in sum with the 3× amplification limit. A resend occurs, for example, when malicious
actors initiate a handshake with a spoofed IP address. All resends, i.e., amplified traffic, are
reflected to the spoofed address belonging to a victim.

Figure 8.9 depicts amplification factors of handshakes collected at our telescope vantage
point. We sum all bytes received from a server for a specific SCID, and divide by an assumed
client Initial of 1362 bytes. All hypergiants exceed the amplification limit due to resends. The
majority of Cloudflare and Google backscatter traffic remains below factors of 10×. Worryingly,
traffic from Meta servers lead to amplification factors of up to 45×. As a crosscheck, we inspect
the duration of backscatter sessions for Meta. We find a median of ∼51s and a maximum of
206s. This indicates that the amplified traffic is received within a short time frame and the
observed amplification factors are not biased by e.g., reused, overlapping SCIDs.

To confirm that Meta servers do not comply with the current QUIC specification [203], we
conduct active scans as follows. We send a single QUIC Initial but do not acknowledge the
response. We focus on the /24 subnet of a Meta point-of-presence and identify three groups of
IP addresses:

1. No response or ≤150 bytes, due to no QUIC HTTP3 service.

2. Responses of ≈7k bytes, which corresponds to an amplification factor of over 5×. IP
addresses that typically serve facebook.com (*.35, *.36) belong to this group.

3. Responses of ≈35k bytes, which corresponds to an amplification factor of over 28×. This
amplification factor is similar to what can be achieved using popular amplification proto-
cols [133]. We find IP addresses that relate to Instagram and WhatsApp (*.60, *.63)
belonging to this group.

Overall, our active scans confirm the telescope observations. Current deployments of Metas
QUIC implementation mvfst [187] do not respect the 3× limit in case of resends. Those
deployments can be misused as amplifiers in attacks.
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8.5 Discussion & Guidance

Should the QUIC protocol specification be updated? Our results suggest that the
QUIC anti-amplification limit specified in RFC 9000 [203] is indeed tight but large enough to
achieve 1-RTT handshakes. The limit does not need to be increased to foster better deploy-
ments when network conditions are reliable. In the case of packet loss and necessary resends,
the anti-amplification limit challenges performance, though. It allows for at most one single
retransmission of all server Initial and Handshake messages, given current certificate deploy-
ments including small ECDSA certificate chains and certificate compression. Dealing efficiently
with loss of messages during the connection setup seems an open challenge.

Next to protocol design challenges, we also find non-standard QUIC implementations that
amplify during the 1-RTT handshake and increase significantly for incomplete QUIC hand-
shakes. More comprehensive testing of QUIC implementations is clearly needed.

Does certificate compression help? We found that certificate compression is an impactful
extension to allow servers staying below the amplification limit. Unfortunately, popular TLS
implementations such as OpenSSL do not support certificate compression. Given that recent
QUIC implementations (e.g., Microsoft QUIC) depend on existing TLS libraries, compression
may remain in far reach and alternate measures are required to improve the situation.

Can a QUIC client mitigate lack of compression? To be independent of certificate
compression, a QUIC client could maintain a cache that includes certificate sizes of servers that
the client frequently requests. For entries in the cache, the client can then adapt the size of
Initial requests to comply with the anti-amplification limit of the servers and achieve low
latency connection setup.

Guidance for certificate authorities. We argue that carefully created TLS certificates and
certificate chains can positively influence the QUIC protocol performance. ECDSA certificates
lead to substantially smaller certificates chains. They can, however, not unfold their potential
because especially root certificates are secured by RSA algorithms. Our results show that
updating these certificates can have beneficial cascading effects.

Guidance for QUIC implementations. We infer the following guidelines when imple-
menting QUIC network stacks: First, at the server side implementation, bytes that result
from padding or Resend must be included in anti-amplification limit checks. Second, enabling
packet coalescence at the server is recommended to omit padding and thus free space for TLS
certificates reducing the need for additional round trips. However, this can increase the la-
tency when large-scale deployments deliver certificates by servers others than those providing
content. Third, we recommend the integration of a TLS library that supports compression to
compensate large TLS certificates, which currently trigger multi-RTT handshakes.
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8.6 Responsible Disclosure and Additional Analysis

8.6.1 Ethical Considerations

This work may raise the following ethical concerns.

Educating attackers. We discovered deployment behavior that conflicts with DDoS mitiga-
tion required by RFC 9000 and hence enables misuse. We follow a responsible disclosure policy
and aim for fixing the bugs in collaboration with Cloudflare and Meta.

Responses from hypergiants. Meta significantly improved their QUIC deployment in
October 2022. By rescanning all host addresses in /24 on-net prefixes, we now observe homo-
geneously configured servers that limit the amount of QUIC retransmissions in case of unverified
clients. However, with a mean amplification factor of 5×, the responses still exceed the anti-
amplification limit specified in RFC 9000. We show the results in Figure 8.10, including 95%
confidence intervals.

Cloudflare has responded, and explains the reason to exceed the limit is to help improve
client performance, while respecting production constraints that are omitted from the QUIC
specification. Specifically, in production environments the information needed to populate
the ServerHello is contained in certificates that may be managed separately from connection
termination, and unavailable at the moment of arrival of the client’s Initial. The delay affects
client estimates of RTT. Cloudflare mitigates the delay by immediately responding to client
Initials with an ACK padded at the UDP layer. This occurs once, so the amplification factor
is bound.

8.6.2 QUIC Anti-Amplification Limit

In Table 8.3, we show the historical development of QUIC amplification mitigation as proposed
in the different versions of the QUIC Internet Draft. Although amplification attacks have
already been mentioned in Draft 01 [208], no limitations to reduce the attack potential have
been specified for servers. Draft 02 [209], at least, specifies that clients must ensure that the
first packet in a connection, i.e., commonly an INITIAL, meets the requirement of minimum
packet size. This requirement limits the overall amplification factor since any attacker needs
to invest a minimum amount of data.

In Draft 09 [204], the first restriction for servers is introduced. A server may close a connection
with an error code in the case of a too small client INITIAL. Otherwise, it must not respond
or behave as if any part of the offending packet was processed as valid. In Draft 10 [205], a
server is limited by the number of HANDSHAKE packets a server is allowed to send to unverified
clients, even though this is not explicitly noted in the context of amplification mitigation. Since
Draft 15 [206], the anti-amplification limit is specified relative to the client. Since Draft 33 [207],
including the current RFC [203], this limit has been specified to three times of received data.
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Figure 8.10: Mean amplification factors for Meta services observed at all point-of-presences.
We see a significant improvement after the responsible disclosure of our results.
The anti-amplification limit is still slightly above the allowed threshold.
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Table 8.3: Descriptions of amplification mitgation in the different versions of the IETF QUIC
Internet Draft, leading to the 3× anti-amplification limit. [Bold highlighting by us.]

IETF Spec Date Proposed Limit

Draft 09 01/2018 “A server MAY send a CONNECTION CLOSE frame with error code
PROTOCOL VIOLATION in response to an Initial packet smaller than
1200 octets.”

Draft 10 – 12 03/2018 – 05/2018 “Servers MUST NOT send more than three Handshake packets with-
out receiving a packet from a verified source address.”

Draft 13 – 14 06/2018 – 08/2018 “Servers MUST NOT send more than three datagrams including Initial
and Handshake packets without receiving a packet from a verified source
address.”

Draft 15 – 32 10/2018 – 10/2020 “Servers MUST NOT send more than three times as many bytes as the
number of bytes received prior to verifying the client’s address.”

Draft 33 – 34,
RFC 9000

12/2020 – 01/2021,
05/2021

“[. . . ] an endpoint MUST limit the amount of data it sends to the
unvalidated address to three times the amount of data received from
that address.”

We find little discussion about the limit on the IETF mailing lists. In March 2018, 3600
(= 3 · 1200) bytes have been discussed as “decently large” [282] to carry TLS certificates. A
recent question on the exact motivation behind the 3× remains unanswered [237].

8.6.3 Influence of Top List Ranks

We verify whether our results depend on some type of popularity of the QUIC-based Web
service using the Tranco list [122]. To this end, we split the Tranco list in groups of 100k
(ranked) names and initiate QUIC and HTTPS handshakes for each name.

Figure 8.11 exhibits the relative amount of servers that are reachable via QUIC or only
via HTTPS. On average, 21% of domains per rank group are reachable via QUIC. On top of
this, ≈ 59% of additional names own a TLS certificate and are reachable over HTTPS. The
popularity of a server has no influence on the popularity of QUIC deployment, as we observe a
small standard deviation of 𝜎 = 3 across rank groups.

We also check whether the QUIC handshake classification is stable across ranks by mapping
responses to a QUIC handshake type (amplification, multi-RTT etc. ) and counting the relative
number of servers per type. Figure 8.12 visualizes the results. Again, we find no significant
differences across rank groups. The only exceptions are 1-RTT handshakes, which appear more
popular among the 100k most popular QUIC servers (3.02% vs. ¡0.95%).

Both analysis indicate that our results are independent of the specific Tranco rank.
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Figure 8.12: QUIC handshake classification per tranco rank group. Handshake types are mostly
stable across rank groups.

8.6.4 Cruise-Liner TLS Certificates

Cruise-liner certificates [20] are certificates that are large in size due to many subject alternate
names (SANs). We now check whether QUIC services are affected by cruise-liner certificates.
To this end, we analyze all the leaf certificates received for all QUIC services. We inspect the
total certificate size and the share of bytes required by all SANs. The results are visualized in
Figure 8.13.

Overall, most SANs amount for less than 10% of bytes. Taking a closer look at the top 1%
of certificates by SAN byte share, we find that they require at least 28.9% of bytes (horizontal
threshold). Worryingly, 0.1% of certificates exhibit a high SAN byte share and exceed a common
QUIC amplification limit (vertical threshold).
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Figure 8.13: Relative size of subject alternative names (SANs). Cruise-liner certificates are rare
for QUIC services.

8.7 Conclusion and Outlook

In this chapter, we measured and analyzed the QUIC handshake processes in the wild and
found that the current Web certificate ecosystem challenges the QUIC design objective of a
1-RTT quick connection setup at low amplification potential. As a consequence, large portions
of QUIC connection setups are either multi-RTT, do not comply to the amplification limit, or
both. Future work shall closely monitor the evolution of the QUIC ecosystem and analyze the
impact of measures to reduce certificate sizes effectively.
Responses from Hypergiants. We contacted Meta as well as Cloudflare. Details about our
responsible disclosure policy are explained in Subsection 8.6.1.

8.8 Artifacts

All artifacts are available via the following public repository:

https://github.com/ilabrg/artifacts-conext22-quic-tls

This public repository provides up-to-date instructions for installing, configuring, and running
our artifacts. We also archive the camera-ready version of our software on Zenodo:

https://doi.org/10.5281/zenodo.7157904

We present an overview of our toolchain and related data flow in Figure 8.14.
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1. Preparation 2. HTTPS Certificate Processing

3. QUIC Complete Handshakes
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5. Analysis
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fetch certificates

(libcurl + libxml2 )
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Figure 8.14: Overview of our HTTPS and QUIC analysis toolchain as well as related data flow.
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Chapter 9

Conclusion and Outlook

In this thesis, we explored the complete DDoS landscape including attack coverage, mitigation,
and prevention. We focused on methodologies that are directly applicable to both the Inter-
net core and edge. This led to contributions and operational recommendations for commonly
deployed and emerging measurement methods, mitigation solutions, and protocols, which ulti-
mately improve today’s Internet.

Chapter 2 investigated the completeness of honeypot observations. Honeypots are a preva-
lently used measurement tool to quantify reflective amplification attacks. Contrary to common
belief, we found that honeypots detect only a fraction of baseline attacks, which we received
from a DDoS mitigation provider. This highlights the importance of challenging and validating
long-held beliefs in our research community. It also emphasizes the size and distributed nature
of the Internet, which enables attackers to operate locally, i.e., hiding in specific areas and mis-
using subsets of infrastructure for attacks. This impedes attack observations. To counteract
this, we need a better model of the attacker behavior.

Chapter 3 explored reflective amplification attacks in the Internet Core. We introduced a
passive DNS attack detection method for IXPs that works despite limitations such as packet
sampling and truncation. Based on DNS fingerprinting, we identified a major attack entity
not visible to honeypots. Surprisingly, we not did only detect prior unseen attacks but also
observed a qualitative difference in attack properties, enabling a recommendation on DNSSEC
key rollover practices. This illustrates the potential of correlating orthogonal measurement
methods in the future, instead of simply scaling up current methods.

Chapter 4 analyzed remotely-triggered blackholing events at a large European IXP. This en-
abled us to assess the efficacy of this DDoS mitigation technique deployed in the Internet core.
We found that on average blackholing only drops 50% of unwanted traffic because announce-
ments with hyper-specific prefixes are not accepted by IXP members. Moreover, we found that
DDoS attacks also target clients situated in ISP networks, i.e., they are present now in the pri-
vate sector. This emphasizes the importance of Internet measurements to validate current and
emerging technologies, especially if they extend established protocols (RTBH overloads BGP
semantics at IXPs) and require cooperation from multiple network participants. Even more if
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such measurements refute upfront assumptions, e.g., only servers with financial relevance are
under attack.

Chapter 5 unveiled that attackers already utilize randomly-spoofed, state-building QUIC
floods to attack CDN servers at the Internet edge. We showed this by reusing a method that
was previously used to detect conceptually-similar TCP SYN floods, i.e., Internet telescopes
capturing backscatter traffic. We also performed synthetic tests of QUIC server implementa-
tions to confirm the efficacy of the built-in RETRY option. However, RETRYs are barely used in
favor of fast connection setups. Our results indicate that although our community improved
protocol design based on DDoS experience from the last decades, there is an inherent trade-off
between performance and security that has to balance out legitimate and malicious scenarios.

Chapter 6 discovered that unprotected, operational traffic belonging to Industrial Control
Systems (ICS) transits the Internet core. Such traffic is vulnerable to Man-In-The-Middle
attacks, which include eavesdropping and traffic manipulation. Manipulations to ICS systems,
e.g., factories and power plants, must be prevented as they can lead to hazardous events. Our
analyses remind the community that any system inter-connecting with the Internet, i.e., is
extended by IP, must be carefully examined with respect to its security features. But they also
underpin that the Internet is part of critical infrastructure.

Chapter 7 measured open DNS components deployed in the Internet Edge. We found that
the open DNS ecosystem now consists of 26% of transparent forwarders, which can be misused
to launch reflective amplification attacks. Internet-wide scanning campaigns miss transparent
forwarders due to common optimizations. However, by still being continuously deployed, trans-
parent forwarders moved from being a rare artifact to a large part of the open DNS ecosystem.
Our results suggest that longitudinal measurements are necessary to capture the complete evo-
lution of e.g., amplifiers. However, the measurement methodology should be regularly checked
and improved to reflect current trends well.

Chapter 8 studied over 1M Web domains with 272k QUIC-enabled services and found that
35% of server Web certificates exceed the QUIC anti-amplification limit. Such large certificates
directly slow down the QUIC connection setup as they lead to multi-RTT handshakes. In
the case of server implementations which are not standard-compliant, larger certificates lead
to higher amplification factors. We detected factors ≥ 30× in IP spoofing scenarios for a
major CDN. Our results draw attention to the fact that even though specific limits are given
in standards, the real-world with its implementations can be different. This highlights the
need for Internet measurements. But they also point out how current inefficiencies of a specific
ecosystem can have dramatic cascading effects if combined with a new system.
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DDoS Vantage Points and Methodologies in Future Work

Across the chapters of this thesis, we extensively used multiple DDoS vantage points. We ob-
served and classified traffic patterns in the Internet core as well as the Internet edge, utilizing
attack measurement methodologies incorporating honeypots and network telescopes. Despite
unveiling surprisingly incomplete or local observations, which ultimately can lead to discrep-
ancies across vantage points, we want to emphasize that the current methodologies are not
inherently flawed.

The Internet is an, although incrementally, ever-changing system. Therefore, longitudinal
measurement methodologies require reconsideration over time, including updated configuration
and sanitization. In spite of all change, tools like telescopes will always pose the fundamental
question of what can be observed using a completely passive methodology. Likewise, honeypots
will keep challenging the idea of luring attackers to actively infer knowledge.

To illustrate that network telescopes and honeypots remain a relevant tool, we present two
(passive and active) measurement opportunities for future research. First, observing the emerg-
ing HTTP3 ecosystem. Since HTTP3 relies on QUIC, telescopes enable non-intrusive measure-
ments of the backend infrastructure, the attack landscape, and the deployment of various miti-
gation strategies using RETRY. Second, random-subdomain attacks via DNS over HTTPS. Since
the payload of interest only becomes visible after a successful crypto handshake, interaction
such as provided by honeypots is necessary.

Telescopes and honeypots, however, remain fundamentally challenged, in particular with the
increased deployment of IPv6. In contrast to IPv4, IPv6 provides a significantly larger address
space. Consequently, attackers are less likely to (i) randomly spoof the address that is part of
a telescope and (ii) discover honeypots using Internet-wide scans. Correlating data from the
Internet edge and core, as demonstrated in this thesis, could therefore potentially become even
more important in the future.

A Comment on the Future of DDoS Attack Research

We have addressed future strategies to overcome and mitigate DDoS in each chapter separately.
The overarching, harsh truth, however, is that DDoS attacks are here to stay, either because
they remain economically feasible or they follow a completely different motivation. The un-
derlying reasons may include technical limitations such as trade-offs, implementation errors
and legacy issues, or non-monetary or non-political reasons such as bolstering reputation in the
scene or just amusement, for the lulz. To cope with attacks we must continue to focus our efforts
on three measurement pillars, a clear understanding of coverage, mitigation, and prevention.

It is the duty of Internet measurement research to precisely report in order to ultimately
produce advice on how to improve the Internet, hand in hand with network operators. A
continuous feedback loop between researchers and network operators helps that measurement
methods are aligned with actual deployment scenarios and that results are made aware to those
who may change deployment, fostering an ongoing process of improvement.
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A Data-driven View on Methods to Detect Reflective Amplification DDoS Attacks Using
Honeypots,” in Proc. of IEEE Euro S&P, Delft, Netherlands: IEEE, 2023, pp. 576–591.
URL: https://doi.org/10.1109/EuroSP57164.2023.00041.

[114] M. Nawrocki, T. C. Schmidt, and M. Wählisch, “Uncovering Vulnerable Industrial Con-
trol Systems from the Internet Core,” in Proc. of IEEE NOMS, Virtual Event: IEEE,
2020. URL: https://doi.org/10.1109/NOMS47738.2020.9110256.
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[157] K. Wolsing, J. Rüth, K. Wehrle, and O. Hohlfeld, “A Performance Perspective on Web
Optimized Protocol Stacks: TCP+TLS+HTTP/2 vs. QUIC,” in Proc. of ACM ANRW,
Montreal, Canada: ACM, 2019, pp. 1–7. URL: https://doi.org/10.1145/3340301.
3341123.

[158] E. Wustrow, M. Karir, M. Bailey, F. Jahanian, and G. Huston, “Internet Background
Radiation Revisited,” in Proc. of ACM IMC, Melbourne, Australia: ACM, 2010, pp. 62–
74. URL: https://doi.org/10.1145/1879141.1879149.

[159] Y. Zhang, L. Wang, W. Sun, R. C. Green II, and M. Alam, “Distributed Intrusion
Detection System in a Multi-Layer Network Architecture of Smart Grids,” IEEE Trans.
on Smart Grid, vol. 2, no. 4, pp. 796–808, 2011. URL: https://doi.org/10.1109/
TSG.2011.2159818.

[160] X. Zheng, C. Lu, J. Peng, Q. Yang, D. Zhou, B. Liu, K. Man, S. Hao, H. Duan,
and Z. Qian, “Poison Over Troubled Forwarders: A Cache Poisoning Attack Target-
ing DNS Forwarding Devices,” in Proc. of USENIX Security, Virtual Event: USENIX,
2020, pp. 577–593. URL: https://www.usenix.org/conference/usenixsecurity20/
presentation/zheng.

[161] B. Zhu, A. D. Joseph, and S. Sastry, “A Taxonomy of Cyber Attacks on SCADA Sys-
tems,” in Proc. of IEEE iThings & CPSCom, Dalian, China: IEEE, 2011, pp. 380–388.
URL: https://doi.org/10.1109/iThings/CPSCom.2011.34.

226



Other References

[162] B. Zhu and S. Sastry, “SCADA-Specific Intrusion Detection/Prevention Systems: A Sur-
vey and Taxonomy,” in Proc. of SCS CPSWEEK 2010, Stockholm, Sweden: Ptolemy
TRUST, 2010. URL: https://ptolemy.berkeley.edu/projects/truststc/conferences/
10/CPSWeek/papers/scs1_paper_8.pdf.

[163] J. Zirngibl, P. Buschmann, P. Sattler, B. Jaeger, J. Aulbach, and G. Carle, “It’s over
9000: Analyzing Early QUIC Deployments with the Standardization on the Horizon,”
in Proc. of ACM IMC, Virtual Event: ACM, 2021, pp. 261–275. URL: https://doi.
org/10.1145/3487552.3487826.

Other References

[164] J. Abley, O. Gudmundsson, M. Majkowski, and E. Hunt, “Providing Minimal-Sized
Responses to DNS Queries That Have QTYPE=ANY,” IETF, RFC 8482, Jan. 2019.
URL: https://doi.org/10.17487/RFC8482.

[165] R. Aitchison, Pro DNS and BIND 10 (Book). New York: Apress, 2011. URL: https:
//www.zytrax.com/books/dns/ch4/#authoritative.

[166] Allen-Bradley, “EtherNet/IP Secure Communication,” Rockwell Automation, User Man-
ual 1756-EN2TSC, 2015. URL: https://literature.rockwellautomation.com/idc/
groups/literature/documents/um/enet-um003_-en-p.pdf.

[167] Avast Software s.r.o., The Return of the Mirai Botnet, Website, 2020. URL: https:
//blog.avast.com/return-of-mirai-botnet-avast.

[168] J. Baines, RouterOS Post Exploitation, Website, 2019. URL: https://medium.com/
tenable-techblog/routeros-post-exploitation-784c08044790.

[169] D. J. Bernstein, SYN Cookies, Website, 1996. URL: https://cr.yp.to/syncookies.
html.

[170] R. C. Bodenheim, “Impact of the Shodan Computer Search Engine on Internet-Facing
Industrial Control System Devices,” Air Force Institute of Technology, Ohio, Thesis,
2014. URL: https://core.ac.uk/download/pdf/277527601.pdf.

[171] CAIDA, AS Rank API – Ranking of Autonomous Systems, Website, 2005. URL: http:
//as-rank.caida.org/.

[172] CAIDA, The UCSD Network Telescope, Website, 2012. URL: http://www.caida.org/
projects/network_telescope/.

[173] L. Casanova and A. Miroux, “Emerging Market Multinationals Report: 10 Years that
Changed Emerging Markets,” Emerging Markets Institute – Cornell University, Tech.
Rep., 2020. URL: https://doi.org/10.7298/cvhn-dc87.

[174] Censys, IO Search 2.0, Website, 2017. URL: https://search.censys.io/.

227



[175] J. M. Ceron, J. J. Chromik, J. Santanna, and A. Pras, “Online Discoverability and Vul-
nerabilities of ICS/SCADA Devices in the Netherlands,” arXiv.org, Tech. Rep. arXiv:2011.02019,
2019. URL: https://arxiv.org/abs/2011.02019.

[176] Cloudflare, What is a QUIC Flood DDoS Attack? QUIC and UDP Floods. Website,
2020. URL: https://www.cloudflare.com/ko-kr/learning/ddos/what-is-a-quic-
flood/.

[177] Cloudflare Radar, DDoS Attack Trends for Q4 2021, Website, 2021. URL: https://
radar.cloudflare.com/notebooks/ddos-2021-q4#network-layer-ddos-attacks-
by-attack-rate.

[178] D. Cooper, S. Santesson, S. Farrell, S. Boeyen, R. Housley, and W. Polk, “Internet X.509
Public Key Infrastructure Certificate and Certificate Revocation List (CRL) Profile,”
IETF, RFC 5280, May 2008. URL: https://doi.org/10.17487/RFC5280.

[179] D. Eastlake 3rd, “Domain Name System (DNS) IANA Considerations,” IETF, RFC
6895, Apr. 2013. URL: https://doi.org/10.17487/RFC6895.

[180] D. Makrushin (Kaspersky Labs), The Cost of Launching a DDoS Attack, Website, 2017.
URL: https://securelist.com/the-cost-of-launching-a-ddos-attack/77784/.

[181] J. Damas, M. Graff, and P. Vixie, “Extension Mechanisms for DNS (EDNS(0)),” IETF,
RFC 6891, Apr. 2013. URL: https://doi.org/10.17487/RFC6891.

[182] G. Devarajan, Unraveling SCADA Protocols: Using Sulley Fuzzer, DefCon 15 Presen-
tation, 2007. URL: https://infocon.org/cons/DEF%20CON/DEF%20CON%2015/DEF%
20CON%2015%20presentations/DEF%20CON%2015%20-%20devarajan.pdf.

[183] W. Eddy, “TCP SYN Flooding Attacks and Common Mitigations,” IETF, RFC 4987,
Aug. 2007. URL: https://doi.org/10.17487/RFC4987.

[184] J. Eumann, R. Hiesgen, T. C. Schmidt, and M. Wählisch, “A Reproducibility Study of
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M. Wählisch, “Waiting for QUIC: On the Opportunities of Passive Measurements to
Understand QUIC Deployments,” arXiv.org, Tech. Rep. arXiv:2209.00965, 2022. URL:
https://arxiv.org/abs/2209.00965.

[248] Mushorg (Honeynet Project), CONPOT ICS/SCADA Honeypot, Code Repository, 2013.
URL: https://github.com/mushorg/conpot.
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